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Preface

In order to achieve economically viable high-performance aircraft of the future, an integrated aircraft design (IAD) process is
required. Integrated airframe design embraces the concept of bringing together all of the aspects of airframe design, including
various disciplines such as structures, materials, aecrodynamics, controls and manufacturing, from conceptual design all the way
through manufacturing. It also includes the sub-disciplines which are involved in each discipline and the interactions these have
with one another. Moreover, an IAD process also affects the organizational structure of personnel. Typically. many
organizational units are involved in the design process. An IAD approach increases the interactions between these organizations
and changes the way they interact with one another. In contrast, the conventional design process is basically sequential or
hierarchic in nature and is broken down into many steps which are loosely coupled to one another (i.e., there are few iterations
between design steps and limited interaction between organizational units). Moreover, the organizational structure is set up to
mimic the conventional sequential design process and it too is sequential. Hence, an IAD process is radically different from the

conventional design process.

There is also considerable discipline related advancements that will enable IAD. These fall into two categories: those which
reduce engineering time and those which reduce CPU time. In the first category are new modeling techniques which allow rapid
construction, refinement and modifications of models. Presently, complex models take exorbitant amounts of time to create
and’or madifv. This must be reduced through innovative modeling t2 “hrigues. Also in the first category are improved pre- and
post-processing capability to reduce the time needed to understand the output. In the second category are those algorithms
which speed up solution times and take advantage of evolving computer technologies and architectures.

Itis strongly believed that the recent and future advances in high-performance computer hardware and software systems provide
the opportunity to create an IAD process that will allow the process steps and disciplines to interact with one another. Mcreover,
comprehensive data bases will provide organizational units access to one another’s data and models, thereby promoting more
interaction between organizations and moving toward a concurrent engineering environment for airframe design. Co-location
of personnel with different discipline backgrounds will be required, however, this may take the form of “virtual co-location”
brought about by high-speed computer networks and audio-visual aids.

[n order to provide a broad-based approach to evaluating and identifying future research and development directions required
to provide IAD technology, the First Integrated Airframe Design Technology Workshop, spousored by AGARD, was held in
Antalya, Turkey on April 19th-20th, 1993. This document summarizes the output of that workshop. Presentations are
categorized as those on: recent and on-going developments in integrated airframe design at participating aerospace
organizations, manufacturing simulation, interdisciplinary integration and developments in computer hardware and software
which enable integrated airframe design. In addition, a panel session which capped off the Workshop is also summarized.
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Preéface

L'industrialisation des futurs aéronefs a hautes performances dans des conditions économiquement viables dépend de ia mise
en place d’'un procédé de conception intégrée (LAD). La conception intégrée des cellules engiobe le concept du rassemblement
de I'ensemble des aspects de la conception des cellules, couvrant différentes disciplines telles que les structures, les matériaux.
'aérodynamique, la fabrication et les controles, et ceci des études conceptuelles jusqu'a la fabrication.

Elle comprend également les sous-disciplines qui font partie de chacune des disciplines, ainsi que les interactions entre celles-ci.
En outre, le procédé IAD influe sur la structure hiérarchique du personnel. Typiquement, le procédé de conception mobilise
plusieurs différentes unités structurelles. L’approche IAD multiplie les interactions entre ces unités et modifie la fagon dont elles
communiquent entre elles.

Le procédé de conception traditionnel est, au contraire, essentiellement de caractére séquentiel ou hiérarchique. Il est composé
de plusieurs €tapes qui sont plus ou moins reliées entre elles (C’est a dire qu'il y a trés peu d'itérations entre les phases d'une ¢tude
et que les interactions entre les unités structurelles sont limitées). Dailleurs ia structure organisationnelle imite le procéde
séquentiel traditionnel de conception, car elle est, elle aussi, séquentielle. Le procédé IAD est donc radicalement différent du
procédé de conception conventionnel.

Des progres considérables ont également été réalisés dans des domaines liés a cette discipline, ce qui autonise 'application de
Y1AD. Les progres sont de deux sortes; ceux qui permettent de réduire le temps passé par les bureaux d'études et ceux qui
réduisent le temps du traitement informatique. Dans la premiére catégorie se trouvent les nouvelles technigues de modélisation
qui autorisent 2 la fois une réalisation rapide, de la sophistication et la modification des modeles. A 'heure actuelle. i« création
et/ou la modification de modéles complexes demande des délais exorbitants. Il s’agit de réduire ces délais par le biais de
techniques de modélisation novatrices. A la premiére catégorie il y a lieu de rajouter une meilleure capacité, tant avant qu'apres
le traitement, pour la réduction du délai nécessaire a la compréhension des résultats.

Dans la deuxiéme catégorie se trouvent les algorithmes qui permettent d’accélérer le processus de résolution et qui bénéficient
de I'évolution des technologies et des architectures informatiques.

Nous sommes convaincus que les avancées récentes et prévisibles des systemes informanques a hautes performances
fournissent I'occasion de créer un procédé IAD qui permettra l'interaction entre les disciplines et les différentes étapes du
procédé de conception. De plus, des bases de données exhaustives permettront aux organisations d'accéder les unes et les autres
aux données et aux modeles existants, encourageant ainsi une plus forte interaction entre les organisations, ce qui laisse prévoir
une ingénierie commune concurrente pour la conception des cellules. La co-localisation de personnels de différentes disciplines
sera nécessaire, mais ceci pourrait se faire sous la forme d'une “co-localisation virtuelle” grace aux réseaux informatiques a
grande vitesse ainsi qu'aux moyens audiovisuels.

Le premier atelier de travail sur les technologies pour la conception intégrée des celtules a ét¢ organis¢ a Antalya, en Turquie. du
19 au 20 avril 1993, afin d'élaborer une approche tous azimuts de l'idcntification et I'évaluation des voies futures de recherche et
développement dans le domaine des technologies IAD. Ce document résume les résultats des travaux de cet atelier. Les
communications présentées sont classées selon les catégories suivantes: les développements récents et en cours dans le domaine
de la conception intégrée des cellules au sein des organisations aérospatiales participantes, la simulation de la fabrication.
Vintégration interdisciplinaire et les developpements informatiques qui permettront la conception intégrée des cellules. Ce
document contient aussi le résumé de la session de travail du Panel qui a cloturée I'atelier,
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Technical Evaluation Report
J. Housner J. Krammer
Mail Stop 240 Deutsche Aerospace AG
NASA Langley Research Center Munich, Germany

Hampton, Virginia, USA 23602
Introduction

In order to achieve economically viable high-
performance aircraft of the future, an
integrated aircraft design (IAD) process is
required. Integrated airframe design em-
braces the concept of bringing together all of
the aspects of airframe design, including
various disciplines such as structures, mater-
ials, aerodynamics, propulsion, controls and
manufacturing, from conceptual design all the
way through to the final product and its repair
and maintenance. It also includes the sub-
disciplines which are involved in each
discipline and the interactions these have with
one another. Moreover, an lAD process also
affects organizational structure of personnel.
Typically, many organizational units are
involved in the design process. An IAD
approach increases the interactions between
these organizations as well as changes the way
they interact with one another. In contrast,
the conventional design process is basically
sequential or hierarchic in nature and is
broken down into many steps which are loosely
coupled to one another (i.e., there are few
iterations between design steps and limited
interaction between organizational units).
Moreover, the organizational structure is
typically set up to mimic the conventional
design process so it too is sequential. An IAD
process would be radically different from the
conventional design process. [t would permit
many disciplines to operate in parallel thereby
reducing design cycle time.

it is strongly believed that the recent and
future advances in high-performance com-
puter hardware and software systems provide
the opportunity to create an IAD process that
will allow the process steps and disciplines to

interact with one another. Moreover, compre-
hensive data bases will provide organizational
units access to one anothers data and models,
thereby promoting more interaction between
organizations and moving toward a concurrent
engineering environment for airframe design.
Co-locaton of personnel with different disci-
pline backgrounds will be required, however,
this may take the form of "virtual co-location”
brought about by high-speed computer net-
works and audio-visual aids. This will make it
possible to create a more concurrent aircraft
design process and consequently, shorten the
design and manufacture process.

In order to provide a broad-based approach to
evaluating and identifying future research and
development directions required to provide IAD
technology, the First Integrated Airframe
Design Technology Workshop, sponsored by
AGARD, was held in Antalya, Turkey on April
19-20, 1993. The workshop consisted of two
sessions; one on the state-of-the-art and
future directions and the other on the design
process itself. Altogether, fourteen present-
ations were made and a panel discussion con-
cluded the workshop.

The purpose of this report is to evaluate and
identify the technology needs and issues that
must be addressed in order to achieve inte-
grated airframe design as surfaced at the First
Integrated Airframe Design Workshop. The IAD
Workshop identified several technical needs.
These appear to fall into three categories.
First, the need was identified for new metho-
dologies which would be used to provide more
accurate data and predictive capability early in
the design process. This category includes
improved load definition, manufacturing sim-
ulation, fluid-structure interaction and treat-
ment of design details. This will require new
single and multidisciplinary methodologies. A

Technical Evaluation Report on AGARD Meeting on ‘Integrated Airframe Design Technology, April, 1993.
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second category were those computational util-
ities required to enable an efficient integrated
design system, such as better pre- and post-
processing capability to achieve a user
friendly environment, improved algorithms
which take advantage of emerging computer
hardware and architecture to produce quick
turn-around solutions, and modularized soft-
ware that can be updated/replaced as new
software modules are developed. Third, there
were those needs related to a concurrent
engineering environment and those of an
organizational nature, such as co-location of
multidisciplinary and multi-function person-
nel. The remainder of this evaluation report is
divided into these three areas.

Early Design Needs

There are major benefits in developing meth-
odologies which permit more comprehensive
and in-depth analyses early in the design as
addressed by J. Coyle of the McDonnell Aircraft
Company (8). The sooner design issues are
uncovered and addressed within a discipline,
the less impact they are likely to have on their
own discipline and other disciplines. This can
reduce costs dramatically. Methodologies
which make it easier to examine design details
should be included in an IAD system, since it is
often the tedium and length of time required to
perform the appropriate computations that is
prohibiting. Also, methodologies which lead to
better loads definition early in the design
process are needed. The theme of meeting early
design needs kept recurring throughout the
workshop.

An overview of the actual state-of-the-art in
IAD in connection with the process chain was
given by Petiau from Dassault Industries
(14). This presentation explained the current
airframe design methodology for a combat
aircraft. Emphasis was placed on the necessity
for efficient computational tools: a CAD tool
(e.g., CATIA) with a common data base for the
geometrical data, an integrated analysis tool
(e.g., ELFINI) for managing aeroelasticity,
loads and, stress and strain coupled with CAD
and controlled by a mathematical optimizer.
For the design process of the future he gave
some trends of the capabilities of new design
tools. To achieve cost and time reductions in

the development process, the geometric design
must use feature modeling in which parts are
defined by their features (e.g., sheet, hole,
flanged edge) and no longer by geometric
primitives (e.g., points, curves and surfaces).
The integrated analysis tools have to use design
variables defined by CAD properties and not
FEM properties to handie shape and topological
optimization issues. IAD should also be ex-
tended to cover other disciplines such as flight
mechanics, performance, propulsion and flight
control systems. As addressed by M. Molzow
and H. Zimmerman of Deutsche Aerospace
Airbus GmbH (10), control systems must be
incorporated into an integrated design system
both from a performance and loads point of
view. As shown in the presentation by C.
Chamis of the NASA Lewis Research Center,
(13), integrated computerized simulation
capabilities for the propulsion discipline are

rapidly developing.

As pointed out in the paper by Laan et al of
Fokker Aircraft (9), better loads definition is
one of the practical needs of 1AD. It requires
improvements in the load definition process so
that prediction of loads is more rapid and more
reliable at an early stage of design. As the
design process progresses the loads definition
should improve with the design definition. It
does not make good sense, nor is it good
business, to optimize a design with a severely
in-accurate loads definition. As they point out,
factors of safety are primarily driven by the
uncertainty in the loads definition. A well
configured IAD system can do much to improve
this situation, since it will result in better
models earlier in the design process and hence
better load definition. This theme was also
seen in the presentation from the McDonnell
Douglas Corporation, (11).

The McDonnell Douglas Corporation presen-
tation by Schofield and Giesing, (11), re-
viewed the work being done in developing an
IAD system for future large transport aircraft.
Their presentation highlighted the development
of an Aeroelastic Design Optimization Program
(ADOP) which represents an important step in
IAD. Their ADOP code utilizes finite element
modeling so as to achieve a single master model
throughout the design process. As with the
presentation from Fokker Aircraft, they show
the need for better load definition early in




design. They have included aeroelasticity into
ADOP since structural flexibility strongly
affects loads. An integrated .- stem should also
aim at using CFD capatit'y coupled to FEM
structural capability. By introducing FEM
early in design, a master model can be first
assembled early in design and then evolved
from conceptual design through manufacture.

Appl.cation of Computational Fluid Dynamics
(CFD) codes in IAD was covered in the joint
presentation by Schmidt and Rubbert, (3), of
Deutsche Aerospace AG and Boeing Commercial
Aircraft, respectively. In order to make better
decisions early in the design process, aero-
structural coupling must be accounted for,
since aero generated loads depend on wing
deformations. Design of economical high-
performance aircraft will require coupled CFD
and structural FEM analyses. It was suggested
that use and acceptance of CFD generated
results may be greater in Germany than in
other NATO nations. If so, sharing of knowledge
with other nations would be beneficial. Pacing
technology items in CFD are turbulence and
high angle of attack simulations. CFD codes do
not replace prototype aircraft nor wind
tunnels, but augment experimental data to
provide insight and understanding, and when
coupled with FEM structural models, provide
aeroelastic loads and flutter instabilities. CFD
codes are now being coupled to flexible FEM
modeled structure. The developments in this
are must be a part of any IAD system.

The need to consider manufacturing issues
early in the design process was another thread
that ran throughout the workshop. Shumaker
and Hitchcock from the Wright Laboratory (2)
stressed the need to think through design and
manufacturing considerations, identifying high
risk areas and show stoppers early in the
design process. Also, computational tools exist
for detail design, but few exist for conceptual
or preliminary design. Computational capa-
bility should be established which allows
design detail to be incorporated earlier in the
design process. Design details strongly influ-
ence manufacturing and hence, if not identified
early, can lead to potential difficulties arising
late in the design process where they can
become quite costly. In addition, capability is
needed to create "virtual manufacturing” sim-
ulations so that manufacturing can be placed
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early in the design process to trade-off manu-
facturing costs with aircraft performance and
other issues, and to identify manufacturing
innovations to make a weight or performance
savings feasible. Virtual manufacturing capa-
bility would therefore answer questions such
as, "Can X performance be built for Y cost"?
The benefits of such a system are predicted to
be a 50% risk reduction through producibility
verification.

The necessity of taking into account the
manufacturability early in the design process
was also highlighted in the paper of Krammer
and Ruettinger, (5), from Deutsche Aero-
space. They pointed out that for an efficient
integrated aircraft design, the introduction of
sophisticated software tools in the different
disciplines is necessary, but not sufficient. To
increase the overall productivity it is nece-
ssary to analyze first the existing processes
and then redesign them and support them with
adequate design software (e.g., the Lagrange
structural optimization program.) They show-
ed that the inclusion of manufacturing con-
straints in the optimization loop, generated by
the simulation of an automatic tape laying
process and the simultaneous consideration of
other relevant design requirements such as
stress, static aeroelastics and flutter, makes it
possible to get manufacturable structural de-
signs with minimized weight.

Capabilities to provide sensitivity type infor-
mation are also highly desirable. These include
methods to compute sensitivity derivatives and
probabilistic data. Probabilistic capabilities,
which were addressed by C. Chamis of the NASA
Lewis Research Center, (2), represent an
emerging technology which provides more
information than traditional sensitivity deriv-
atives because they allow the consideration of
large changes in design variables, tolerances,
loading unknowns and other uncertain quan-
tities. These methods provide reliability data
to identify those manufacturing and design
items which significantly contribute to per-
formance risk and cost. Then those elements
which will likely have the greatest payoff can
be attacked early in the design process. Of
course, generation of reliability data requires
more input than a comparable deterministic
code, however, studies have shown that with
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remarkably little additional data, much val-
uable information can be extracted.

Deutsche Aerospace Airbus GmbH in, a
presentation given by Werner and Evers (7)
shared their experiences in developing and
working with their Integrated Structural
Mechanics System called ISSY. This software
system provides integration of stress and
strength analyses with a structural data base.
They found that integration eliminated much
overlapping and duplication in the design
process. For example, by changing a design
quantity in ISSY, appropriate changes are made
to FEM models used for stress analysis and
models used for strength analysis. This is
accomplished through software module trans-
lators. For strength analysis the translators
reference separate frame, stringer, skin panel
and other component special purpose analyses
and models while for stress, the translators
reference FEM node geometry and element
designators.

Another important aspect of IAD was presented
by Deutsche Aerospace GmbH (10) which ad-
dressed the importance of aeroservoelastic
effects and its multiple interactions in the
design of an actively controlled transport air-
craft. The influence of an electronic flight
control system (EFCS) on loads and flutter
velocity was shown. The challenges in connect-
ion with system failures were also discussed.
It was pointed out that for a future muiti-
disciplinary optimization process, data for
stiffness, aerodynamic and control systems
must be better synchronized in the early
design phases in order to obtain a balanced
design. It is necessary to predict the effects of
each discipline on the aircraft's handling
qualities, loads, flutter, structural response
and control systems. This is an ambitious task
for an automated integrated airframe design
system.

Computational Utilities for Integrated
Design

Since an IAD system is for the use of
engineering practitioners, it is imperative
that it have a user-friendly "windows-like"

front-end pre-processor with graphical cap-
ability to verify modeling. Model mesh gen-
erators presently exist although there is some
tuning still needed in order to avoid severely
distorted finite elements. Adaptive meshing,
where the mesh changes with structural
behavior are presently being developed, but
need better error and refinement indicators
before being placed into an IAD system. These
capabilities are very much needed because
engineers still spend too much time modeling
instead of analyzing and designing.

An integrated system will require a
considerable amount of input data, but it will
also generate enormous amounts of output data.
Engineers need new utility tools to assimilate
all this data. Virtual reality may be an
emerging technology which could be adapted to
an IAD system to provide new ways of
examining output data. The form that future
computing hardware systems will take, will
play an integral part in identifying how to put
together an integrated system.

A look at the future computing environment
was provided by Noor and Housner (1) from
the University of Virginia and from the NASA
Langley Research Center, respectively. Future
computing systems will likely consist of
heterogeneous workstation clusters closely
networked together in concert with a massively
parallel computer for those operations which
can benefit from parallelism. Execution time
on the massively parallel computers is ex-~
pected to exceed one trillion floating point
operations per second (teraflop) capability by
the end of the decade. Communication between
workstations will likely be through Fiber
Distributed Data interface (FDD!) operating at
100 megabits per second or High-Performance
Parallel Interfaces (HIPPls) operating at a
gigabit per sec. Wireless Local Area Networks
(LANs) may also become a reality in the near
future. Graphical display capability will also
increase enormously and new display tech-
nologies such as virtual reality will be util-
ized. Developments in computer hardware and
software have already made "paperless
aircraft" a reality for some organizations. It
is expected that this will be true of all aircraft
organizations in the near future.




Environment and Organizational
Structure for Integrated Airframe
Design

In order to integrate the data which are
produced by the different disciplines and to
optimize the design process, a relational
common data base for lofts, loads, aerodynamic
data and other engineering data was imple-
mented at Alenia (12) as discussed by L.
Chesta. They created a distributed workstation
and X-terminal environment especially suit-
ble for the interactive handling of data such as
the generation of the geometric model (e.g.
CATIA) or the pre- and post-processing of FEM
and CFD generated data.

Integrated airframe design also requires
changes in organizational structure. Shaw
from British Aerospace (5) provided insight
as to what they are doing to bring about {AD
through a concurrent engineering environ-
ment. Concurrent engineering requires an
organization composed of muliti-disciplinary
and muiti-function teams which employ com-
puter aided engineering tools to make design
decisions. Because of the multi-disciplinary
and multi-functional character of the teams,
design issues, which conventionally are con-
sidered sequentially, are instead considered
concurrently. The currently engineered design
makes possible early decisions concerning
trade-offs between materials, structural per-
formance, cost and manufacturing, thereby
avoiding expensive design changes, whose need
would otherwise become evident later in the
design process.

One of the organizational changes discussed by
several speakers was the need for co-location
of personnel who must form the multi-
function, multi-disciplinary teams required in
a concurrent engineering environment.
Advances in multi-media communication may
make the concept of virtual co-location a real
alternative.

Summary

A closing workshop panel session helped to
summarize the workshop content and to

identify the direction and needs in integrated
airframe design. The content of the workshop
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revealed the present state of integrated
airframe design. Well established software
codes like the ELFINI code of Dassault, the
LAGRANGE code of DASA and the on-going
development of McDonnell Douglas’ ADOP code
point to the importance of such software
systems. The use of these and other com-
putational tools in the early phases of the
design process was an identified theme of the
workshop. Computational tools are needed
which can incorporate manufacturing and de-
tail design considerations in the conceptual and
preliminary design phases where about 70% of
the design decisions are made. For example,
the incorporation of manufacturing simulation
in the early design phase was strongly
emphasized.

It was also the consensus of the attendees that,
whereas new individual computational tools are
needed, the integration of the computational
tools is a critical need. Indeed most of the
presentations in the workshop addressed inte-
gration. Interfaces between tools in different
disciplines must be developed. For example,
the interface between structures and man-
ufacturing at the conceptual design phase needs
to be addressed so that weight costs of struc-
tural design decisions can be traded-off with
manufacturing costs. A key factor in tying
disciplines together is multidisciplinary de-
sign optimization.

The rapid developments in computing hardware
coupled with advances in new discipline
methodologies and numerical methods will
allow enormous strides to be made in pre-
dictive capability. it will be possible to handle
more complex behavior earlier in the design
process in a user-friendly networked work-
station environment with high-powered gra-
phics to help assimilate the enormous amounts
of data that will be output from future
integrated design systems.

One final important item emphasized by the
workshop was that organizational changes will
be necessary to get the fullest benefit from the
interdisciplinary integrated airframe design
system and that in some cases, co-location to
form interdisciplinary teams may be
necessary.




For future workshops, it is recommended that,

(1) the interaction of engineering pro-
cesses with other disciplines which
influence development and life cycle
costs (manufacturability, repairability
and maintainability) be addressed and

(2) the computational developments to en-
able more comprehensive integrated
early design be updated as developments
require. This would include, but not be
limited to methods for loads definition,
coupled aero/structure analysis, mod-
eling enhancements and manufacturing
simulation. High-risk/high-payoff ap-
.-+ Jaches could be identified.
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SUMMARY

Recent advances in computer technology that are likely to
impact structural analysis and design of flight vehicles are
reviewed. Brief summary is given of the advances in
microelectronics and networking technologies, and in the
user-interface hardware and software. The major features of
new and projected computing systems, including high-
performance computers, parallel processing machines, and
small systems are described. Advances in programming
environment, numerical algorithms, and computational
strategies for new computing systems are reviewed. The
impact of the advances in computer technology on
structural analysis and design of flight vehicles is
described. A scenario for future computing paradigm is
presented and the near-term needs in the computational
structures area are outlined.

1. INTRODUCTION

Five generations of computers are generally recognized,
corresponding to a rapid change in the hardware building
blocks from relays and vacuum tubes (1939-1950s), to
discrete diodes and transistors (1950s-1960s), to integrated
circuits (small and medium scale ICs) (1960s-mid 1970s), to
large- and very-large-scale integrated devices (mid 1970s-
1990) to the ultra-large-scale integrated devices and
powerful microprocessors (1990-present). These
generations have increased the speed by more than a trillion
times during the last five decades, while dramatically
reducing the cost (see Ref. 1 and Fig. 1). A new generation
of computers is evolving and is likely to be available
before the end of the present decade. The hardware building
blocks for the new generation include giga-scale integrated
devices, new transistor iaaterials and structures, and optical
components. Extensive use will be made of Al technology.
Novel forms of machine architecture (e.g., new forms of
scalable parallel architectures) will be introduced and will
result in a dramatic increase in computational speed. The
new century will undoubtedly see more radical changes in
both computing technology and computing paradigm, such
as heterogeneous processing, artificial neural network
machines, purely optical components, and virtual
computing on reconfigurable hardware. Virtual computing
involves the analysis of an algorithm to identify its
computationally intensive inner-loops and then
implements those inner-loops in completely reconfigurable
hardware.

The opportunities offered by the new and projected
computing environment for structural analysis and design
are enormous. However, in order 10 realize the full potential
of the new and emerging computing systems, the strong
interrelations of numerical algorithms and software with the
architecture of the systems must be understood, and special
solution methodologies and computational strategies must
be developed. The present paper summarizes some of the
recent developments in computing systems during the
recent past and near-term {uture; and relates these

developments to structural analysis and design.

A number of previous attempts have been made to predict
the characteristics of structural analysis software systems,
and the impact of advances in computing systems on the
structures technology. The discussion presented herein is
an extension and an update of that in Ref. 2.

2. BRIEF REVIEW OF CURRENT AND
PROJECTED ADVANCES IN COMPUTER
HARDWARE AND NETWORKING
TECHNOLOGY

The major developments in computer technology have
been, and continue w be, focused on improvements of cost,
size, power consumption, speed, and reliability of electrical
components. The next generation of computers will be
impacted by the developments in three basic areas; namely,
hardware components, artificial intelligence, and computer
architecture and system design methods. The major
advances in hardware components are briefly reviewed in
this section, and some of the new computing systems are
described in the succeeding sections. The survey given here
is by no means complete or cxhaustive; the intention is to
concentrate primarily on those developments which have
had, or promise to have, the greatest impact on structural
analysis and design.  Discussion is focused on
microelectronics and semiconductor technology; memory
systems; secondary storage devices; user-interface
facilities; and networking.

2.1 Microelectronics and Semiconductor
Technology

The most notable advances in hardware components in the
last three decades have occurred as a result of developments
in microelectronics. Instead of connecting discrete
components together by wires to produce a circuit,
complete circuit patterns, components, and
interconnections are placed on a small chip of
semiconductor material. The predominant semiconductor
material in use to date is silicon. Better understanding of
this material as well as better processing, tooling and
packaging techniques enabled the design of fast, dense
circuitry. The traditional technology used for high
performance logic has been Emitter-Coupled Logic (ECL),
which is the fastest of the silicon logic technologies, and
continues to be used in most supercomputers. The
Complementary Metal-Oxide Semiconductor (CMOS),
despite its slower speed, has low power and high
component density. Therefore, more gates per chip and
fewer chips are used for each logic function than for ECL.

The principal advantages of microelectronic circuits are
their reliability, low cost, and low power consumption.
The ever-increasing number of devices packaged on a chip
has given rise to the acronyms SSI, MSI, LSI, VLSI, ULSI,
and GSI, which stand for small-scale, medium-scale, large-
scale, very large-scale, ultra large-scale, and giga-scale
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integration, respectively. Since 1960 the number of
components on a chip has increased continuously. For the
case when no differentiation can be made between logic and
memory, the progression of development is shown in Fig.
2. The density of logic chips is projected to grow at a
slower rate than the density of memory chips (a factor of
seven in five years for logic chips, compared to a factor of
ten in five years for memory chips). It is anticipated thai
by the year 2000 the number of components per chip will
reach one billion (GSI) - see Ref. 3. The full range of
hardware components (computer building blocks) are now
available on microelectronic chips; these include memory
units, addressing units (i.e., counters and decoders),
complete central processing units (CPUs) called
microprocessors, and even complete microcomputers
(which include the CPU, memory, and input/output
functions all residing on a single chip). The net
effect of the aforementioned developments has been a
sustained reduction in the cost of computing.

Current research is directed towards: a) shrinking of
conductor and device dimensions (scaling) to quarter and
subquarter micron (< 0.25 x 106 m); and b) increasing the
speed of logic circuits, to achieve a machine cycle time of
the order of 0.5 nsec (0.5 x 109 sec).

The first objective (miniaturization of electronic
components) can be accomplished by using recent and
improved lithography tools for eiching element patterns on
a chip (including optical, electron beams, ultraviolet (UV)
optics, direct-wire electron beam, X-ray, and ion-beam
techniques) as well as novel processing technology and
fabrication techniques. The improved tools also enable
more devices to be manufactured on a given wafer size which
can increase the circuit's operating speed and reduce the
cost. The use of atomic or subatomic scale devices is also
being explored.

Three candidate technologies are likely to achieve the
second objective of ultrafast logic circuits. These
technologies are based on using: a) new material systems
such as gallium arsenide (GaAs), a component
semiconductor material, super-conducting materials which
do not require liquid helium temperatures (e.g., copper
oxides) and diamond; b) multichip modules (MCM), in
which unpackaged integrated circuits are mounted on a
substrate and connected with very fine wires in order to get
as many chips as possible on one module. The ratio of the
semiconductor material (e.g., silicon or GaAs) to the
integration substrate is usually about 50 percent. MCM in
addition to increasing the integrated circuit densities,
speed, and reliability, reduces their size and weight (see Ref.
4); c) new transistor structures such as the quantum-coupled
devices using hetero-junction-based super lattices; and d)
integrated optical circuits.

2.2 Memory Systems
Memory is the most rapidly advancing technology in
microelectronics. Recent progress includes development of
an entire hierarchy of addressable memories, and of high-
speed, random-access memory chips with many bits of data.
Each level in the hierarchy represents an order-of-magnitude
decrease in access speed, and several orders-of-magnitude
increase in capacity, for the same cost (sce Ref. 5 and Fig.
3). The twechniques of splitting and interleaving among
various types of memory hierarchies in individual systems
have changed some of the basic concepts of computing
itself. Instead of just a few registers in the CPU and a
single-level memory, a typical machine may now have:

8. a number of high-speed, general-purpose registers

(in the CPU)

b. a cache memory (or iastruction buffers) for very
rapid access to small amounts of data (or
instructions)

c. standard main (central or equivalent) memory

d. extended memory, directly addressable, but at a
lower speed (solid siatic disks, magnetic disks and
tapes, optical disks)

e. hardware-implemented virtual memory, extending
the amount of addressable space, with the help of an
auxiliary (backup) memory such as disk arrays.

There are several types of semiconductor memories. These
include random-access and read-only memories. In random-
access memory (RAM), data can be written into, or read of,
any storage location without regard to its physical location
relative to other storage locations. Read-only memiory
(ROM) contains a permanent data pattern stored during the
manufacture of the semiconductor chip in the form of
transistors at each storage location that are either operable
or inoperable. RAM can be either static or dynamic.
Dynamic RAM (DRAM) requires constant refreshing to
maintain its data, while static RAM (SRAM) does not.
However, advances in DRAM permit double the amount of
RAM at about the same cost as static RAM, so DRAM is
used more frequently. The trends in the DRAM and SRAM
chip capacity are depicted in Fig. 4. As can be seen from
Fig. 4, the DRAM chips are 1ypically one generation ahead
of the SRAM chips. More recently, large capacity DRAM
chips with cache subsystems (CDRAM) have been
developed.

Other types of memory include sequential access memories
(SAMs) and direct-access storage devices (DASDs). In SAM
information is accessed serially or sequentially. Examples
of SAMs are provided by shift-register memories, charged
coupled devices (CCDs), and magnetic bubble memories
(MBMs). DADs are rotational devices made of magnetic
materials where any block of information can be accessed
directly.

2.3 Secondary Storage Devices

Magnetic devices are widely used for data storage because
they offer much greater memory capacity at a lower cost per
bit of data stored than semiconductor devices. As the
computational speeds increase, the computers are able to
utilize and produce growing amounis of data in a given
period of time. This, in turn, requires an increase in the
capacity of the storage devices from which (or into which)
data are drawn (or loaded).

Significant improvements have been made in magnetic
storage devices in the past two decades. These include the
introduction of the solid-state storage devices (SSD), which
are fast random-access devices used to hold pre-staged data
or intermediate results which are manipulated repetitively,
large disk arrays and mass robotic media. The SSD offer
significant potential for performance improvement of more
than one order of magnitude on Input/Output-bound
applications, and thus allow users to develop new
algorithms that would not be practical with traditional disk
input/output.

The storage density of magnetic disks has increased from
200,000 bit per square inch in 1967 to its current value of
over 20 million bits per square inch. Continuation of this
trend is likely to yield storage densities of the order of 300
million bytes per cubic inch within a decade. Optical
storage media, such as compact disks, can provide from 5 to
7 times the density of information that magnetic devices
can achieve (see Ref. 6).




2.4 User Interface Hardware and Software

Great efforts are now aimed at improving the productivity of
the analyst and designer by developing intelligent software
and hardware interfaces. More structural analysis and design
software are becoming turnkey systems with defaults built
in, and with simple menu options. Current user-interface
software includes DOS, 0S8/2, Unix-based systems, and
Windows NT. Current menu options are multiwindowed
(one window for each task) and are controlled by lightpen,
touchscreen, or mouse (which are advanced user-friendly
capabilities for accessing the system). The discrete model
can be generated by using either one of the geometric
modeling software packages or a CAD system.

Multimedia workstations and virtual reality facilities that
embrace all forms of human communication and provide
elaborate graphics, video, animation and visualization
capabilities have been developed. Current interactive
multimedia sysiems contain a compact-disc ROM (CD-
ROM) which supplies text, graphics, or still images of
videocassette quality, plus a voice-over, for the user to
browse through interactively choosing different paths and
viewpoints. Full-motion color video of television quality
with CD audio, plus text and graphics is available in high-
level multimedia systems (see Ref. 7). Virtual reality
provides multisensory experience - through dimensional
sight and sound, touch, forced feedback or forced resistance,
and motion. Special hardware devices are used which
include data gloves, joysticks, helmet-mounted displays,
goggles, earphones and body suits to get the necessary
sensing feedback to experience the computer world (see Ref.
8). The devices are connected to graphics workstations.

Future multimedia, and virtual reality facilities will provide
the user with the freedom to choose from a variety of
communication modes (e.g., voice, electronic pad that
responds to handwriting, sensors that track the eye
movement, and a glove that enables the wearer to
manipulate objects on the screen). They will incorporate
HD technologies and sonification facilities for mapping of
data to a sound domain.

2.5 Distributed Computing and Networking
High-performance engineering systems require strong
collaborative analysis and design efforts, involving several
engineers and machines. In support of collaborative
computing, layers of communication lines and devices are
used. These layers include local-area networks (LAN);
backbone networks connecting supersystems, mass
storage, and general-purpose mainframes; and wide area
networks (WAN) connecting geographically remote
cemputers and terminals.

Local-area networks are designed to facilitate the
interconnection of a variety of computer-based equipment
(including personal computers, workstations, and
superservers) within a small area. They have high
transmission rates (of the order of 10 Mbits/sec), and allow
different workstations to share expensive equipment and
facilities. Examples of LAN are provided by Ethernet,
Arcnet and token-ring network. Also, fiber distributed data
interface (FDDI) and high-performance parallel interface
(HiPPI) facilities have been developed, with transmission
rates of 100 Mbits/sec, and 800 Mbits/sec to 1 Gbil/sec.,
respectively.

Backbone networks can provide a communication service
between several local-area networks, as well as between
different supersystems in a large industrial complex, or a
university campus. Their transmission rate is of the order
of 50 Mbits/sec. An example of backbone networks is the
HYER channel of Network Systems Corporation.

The first remote (or wide-area) network (WAN), the
ARPANET (Advanced Research Projects Area Network), was
built in 1969. It demonstrated the feasibility and
practicality of distributed computing, as well as of
communication technology based on packet swiiching. A
number of govemment-supported and commercial packet
networks are now avgilable. Examples of the first are
NASNET of NASA, NSFNET T1, of the National Science
Foundation. The latter was upgraded to the current NSFNET
T3, with a transmission rate of 45 Mb/sec. Commercial
networks include TELENET, BITNET and TYMNET.
Moreover, the coupling of digital networking with the
existing telephone and Digital Private Branch Exchange
(PBX) systems into Integrated-Services Digital Networks
(ISDNs) provided access to a wide range of data and central
computers via desktop workstations (Ref. 9). Current work
is directed towards increasing the transmission rates of
local-area, backbone and wide-area networks (see Ref. 10).
Within the next few years ransmission rates of the order of
Gbit/sec will be available, through the National Research
and Educational Network (NREN) - see Fig. S, which is one
of the major components of the high-performance
computing and communications initiative in the U.S. (Refs.
11 and 12).

Future directions include development of cell switching
technology for switched, bandwidth on-demand high-speed
networks (asynchronous transfer mode - ATM - see Ref. 13),
and networking technology to support portable computing
and communications. The cellular phone is likely to evolve
into a portable voice and data machine that supports mobile
communications.ATM has the potential of multiplying the
network capacity by thousands and carrying mixed daia,
voice, text, image and video traffic simultaneously over one
network. Because ATM is protocol independent, it can
integrate different LANs and WANs.

3. CLASSIFICATIONS AND PERFORMANCE
EVALUATION OF NEW COMPUTING
SYSTEMS

Because of the rapid progress made in recent years in

component technology, a number of novel forms of

computer architectures have emerged. Some of the new
architectures are commercially available; others are still
research tools aimed at achieving high-performance and/or
low-cost computations. In this section the classifications
and performance evaluation of different machines is
discussed, and in the succeeding sections, the major features
of the new and emerging high-performance machines
(supersystems) and small systems are described.

3.1 Classifications of Computing Systems

In an effort to identify and clarify the differences between
the different machines, a number of classifications and
taxonomies have been proposed. One of the earliest and
most commonly-used classifications is that introduced by
Flynn (Ref. 14) which is based on the concurrency in
instruction control and concurrency in execution. A stream
is defined as a sequence of items (instructions or data) as
executed or operated on by a processor.

Four broad classes can be identified according to whether
the instruction or data streams are single or muiltiple (see
Fig. 6).

a. Single-Instruction-Stream, Single-Data-Stream
(SISD) Machines. These machines include the
conventional serial computers which execute
instructions sequentially, one at a time.

b. Single-Instruction-Stream, Multiple-Data-Stream
(SIMD) Machines. These are vector computers that
have a single control unit, a collection of identical
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processors (or processing elements), a memory or
memories, and an interconnection network which
allows processors to exchange data. During
execution of a program the control unit feiches and
decodes the instructions and then broadcasts
control to the processing elements. Each processor
performs the same instruction sequences, but uses
different data. These operations are usually referred
to as lock-step operations.

¢. Multiple-Instruction-Stream, Single-Data-Stream
(MISD) Machines. In these machines the same data
stream flows through a linear array of processors
executing different instruction streams. This
architecture is also known as systolic arrays for
pipelined execution of specific algorithms.

d. Multiple-Instruction-Stream, Muliiple-Data-Stream
(MIMD) Machines. These are parallel computers
which contain a number of interconnected
processors, each of which is programmable and can
execute its own instructions. The instructions for
each processor can be the same or diffcrent. The
processors operate on a shared memory (or
memories), generally in an asynchronous manner.

MIMD machines can generally be divided, according to the
level of interaction between processors and their physical
location, into shared-memory multiprocessors and
message-passing multicomputers (see Fig. 6). The major
distinction between multiprocessors and multicomputers
lies in memory sharing and the mechanisms used for
interprocessor communication. In a multiprocessor
system, the processors communicate with each other
through shared variables in a common memory. In a
multicomputer system, each computer node has a local
memory, unshared with other nodes. Interprocessor
communication is done through message passing among
the nodes.

Examples of computing systems which belong to each of
the classes are given in Fig. 6. Also, block diagrams of the
SISD, SIMD, MISD, and MIMD machines are shown in Fig.
7. The architectural evolution of computing systems from
sequential scalar processors 1o vector processors and
parallel computers is shown in Fig. 8. The trend has been
to build more hardware and software functions into the
system. The skewed tree demonstrates that most of current
high-performance computers are designed with look-ahead
techniques, functional parallelism, pipelining at various
levels, using explicit vectors, and exploiting paralicl
processors in SIMD or MIMD mode. Note that some of the
SISD machines have parallel processing mechanisms (due
to the presence of multiple functional units and/or facilities
for overlapping computations and 1/0); however, the
parallel processing is embedded in the hardware below the
instruction level, and the appearance of sequential
execution of instructions is preserved.

3.2 Performance Evaluation of Computing
Systems

a.  Peak Versus Sustained Performance of Machines. The
performance of sequential computers is usually
measured by: (1) the peak computational speed
measured in millions (or billions) of floating-point
operations per second (MFLOPS or GFLOPS); (2) the
peak execution rate of arithmetic, logic, and program
control instructions, measured in millions (or
billions) of instructions per second (MIPS or GIPS);
and (3) the peak rate of knowledge processing in
millions (or billions) of logical inferences per second
(MLIPS or GLIPS). In the case of SIMD and MIMD
machines, the peak computational speeds in terms of
millions (or billions) of floating-point operations

per second can be estimated. However, the sustained
computational performance in these machines is
difficult 1o estimate since it varies with the level of
parallelism achieved, and the overhead incurred in
exploiting the parallelism in the particular
application (Ref. 5). These, in turn, are functions of
the formulation used, the numerical algorithm
selected, the computer implementation, the compiler
and the operating system used, as weil as the
architecture of the hardware. For vector
multiprocessors the peak performance can be
estimated as the sum of the vector performance of all
the processors, and the lowest performance is that of a
single-scalar processor. A widely used approach for
estimating the sustained performance of a machine is
benchmarking - running a set of well-known
application programs on the machine. A number of
general benchmarks have been proposed over the past
decade. These include the Livermore Fortran Kemels,
NAS Kermels, the Linpack benchmark, the Perfect
benchmarks, Whetstone benchmarks and the
SLALOM benchmarks. A description of some of these
benchmarks is given in Refs. 5 and 15 to 18. At the
present, no generally-accepted benchmark strategy is
available for assessing the performance of SIMD and
MIMD machines. A discussion of the effectiveness
and pitfalls of benchmarking is given in Ref. 19, 20
and 21. Figure 9 shows the sustained performance in
GFLOPS of a number of computers based on using
Linpack for solving 1000 dense equations (see Ref.
18).

A number of speedup models have been proposed in
recent years. These include models based on Amdahl's
law, Gustafson’s scaled speedup and the memory-
bounded speedup of Sun and Nai. The first model is
described subsequently. The latter two models are
described in Ref. §.

Amdahl’s Law. In 1967, Amdahl made the
observation which has come to be widely known as
Amdahl's Law (Ref. 22): If a computer has two modes
of operation - one high speed and the other low speed
- then the overall performance will be dominated by
the low-speed mode. Amdahl's Law is fundamental to
the understanding of computer performance. It shows
that a bottleneck in a computing system is associated
with a small execution rate (low-speed mode of
operation) which is out of balance with the rest of the
execution rates (high-speed modes of operation). In
such a computing system, increasing the execution
rates for the high-speed modes of operation may yield
only a small increase in performance unless the
fraction of computation performed in the low-speed
mode is essentially zero. This explains why vector
computers with low-scalar speeds have not been
successful. A discussion of the application of
Amdahl's Law io massively parallel processors is
given in Ref. 5 and 23.

One of the major shortcomings in applying Amdahl’s
law is that the problem cannot scale to match the
available computing power as the machine size (e.g.,
number of processors in a parallel computer)
increases. Gustafson (Ref. 17) proposed a fixed-time
concept which leads to a scaled speedup model. This
concept is based on the assumption that as the
machine size (or number of processors) increases, the
size of the computational model is increased to
increase the accuracy of the numerical simulations.




4. MAJOR FEATURES OF NEW COMPUTING
SYSTEMS

New computing systems cover a broad spectrum of
machines ranging from the large supersystems to the small
portable, embedded computers, and microprocessors. A
description of some of these machines is given in Refs. §
and 24. Herein, a brief discussion is given of the major
features of new computing systems that are likely to have
the strongest impact on structural analysis and design.

Most of the new and emerging machines achieve high
performance through concurrent activities in the compulter
(or the network of computers). The exploitation of these
concurrent events in the computing process is usually
referred to as parallel processing. When parallel processing
is done on physically dispersed and loosely coupled
computer networks, it is usually referred to as distributed
processing. The concurrency is used not to speed up the
execution of individual jobs, but to increase the global
throughout of the whole system.

Parallel processing can be applied at four distinct levels,
namely: job level, program level, inter-instruction level,
and intra-instruction level (Refs. 25 and 26). The hardware
and software means to achieve parallelism in each case are
outlined in Table 1. The hardware role increases as the
parallel processing goes from high (job) level to low (intra-
instruction) level. On the other hand, the role of sofiware
implementations increases from low to high levels.

4.1 Supersystems
Supersystems are a class of general-purpose computers
designed for extremely high-performance throvehput.
Although there is no universally accepted definition or
classification of supersystems, the following rthree classes
of supersystems can be identified (based on the
performance, memory system used, and cost):

a. large supersystems

b. near supers

C. superservers
The current price ranges for the three classes in U. S. dollars
are: over $10M; $2M 10 3$5M; and less than $2M,
respectively.

Current and emerging large supersysiems have the
following four major characteristics: a) high computational
speeds (maximum speeds of the order of 10 GFLOP or more);
b) high execution rates (of the order of 10 GIP or more); ¢)
large main (or central) memory (with a capacity of 1 GByte
or more); and d) fast and large secondary memory (or storage
devices) with a sophisticated memory management system.

The development of large supersystems now spans four
generations. The first generation included the array of
processors ILLIAC 1V (SIMD machine); and the pipeline (or
vector) computers CDC STAR-100, and Texas Instruments
Advanced Scientific Computer (ASC). The second
generation supersystems included the CRAY-1, which
featured the pipelined vector instructions introduced in the
first generation machines, but carried out in a clever
register-to-register mode. They also included the CDC
CYBER 203 (an enhanced successor of STAR-100, sporting
a faster scalar unit). Most of the third-generation large
supersystems used a hybrid combination of pipeline and
array processors (o achieve high performance. Examples of
these machines are: the CDC CYBER 205, the CRAY X-
MP, CRAY-2, CRAY YMP, ETA-10 and the Japanese
machines Fujitsu VP-400, Hitachi $810/20 and S$820/80;
and NEC $X2-400. The top sustained speed of the third-
generation supersystems is of the order of 500 MFLOPS
with bursts to 1.5 GFLOPS (billions of floating point
operations per second).

The current generation of supersystems includes both the
vector multiprocessors and the massively parallel
computers. Examples of these machines are the CRAY
C916 and CRAY-3, Thinking Machines Corporation CM-5
(with 1024 processors expandable to 16,384) and the
CRAY massively parallel computer T3D (with up 10 2,048
processors), Intel Paragon XP-S, the Japanese NEC SX-
3/44R, Hitachi S-3800/480 and Fujitsu VPP 500 computers.
It is anticipated that the computational speeds of the large
supersystems will continue to increase, and will reach 1
TFLOP (1012 floating point operations per second) before
the end of the decade. The architectural characteristics of
some of the third generation, new and emerging large U.S.
and Japanese supersystems are given in Refs. 3, and are
summarized in Table 2.

Near supers are high-end mainframes with peak
computational speeds in the range of 500 MFLOPS to0 1
GFLOP; execution rates of the order of 500 MIPS-1GIP; and
less sophisticated memory systems than those of the large
supersysiems. Examples of these machines are the MasPar
MP-2 and Convex C3800.

Superservers are mulliprocessor workstations with peak
computational speeds in the range of 100 MFLOPS 10 1
GFLOP, and execution rates of the order of 100 MIPS, or
more. Examples of these machines are Sun SPARCcenter
2000 multiprocessor server, and SGI Challenge.

Supersystems can impact structural analysis and design

in a number of ways including:

a. Increasing the level of sophistication in modeling
flight-vehicle structures to new levels which were
not possible before. Examples are provided by
reliability-based (stochastic) modeling of
engineering systems (o account for probabilistic
aspects of geometry, boundary conditions, material
properties and loading), and multidisciplinary
analysis and design of structures.

b. Reducing the dependence on extensive and
expensive testing.  This is particularly important
for future large space systems (e.g., large antennas,
large solar arrays, and the space station) where the
reliability of testing in 1-G environment can be, at
best, questionable; and,

c. Enhancing the physical understanding of some
aspects of the r-ponse of engineering systems
which are difficult, if not impossible, to obtain by
alternate approaches. An example of this is the
study of the implications of various microstructural
mechanisms of damages on the macroscopic
response of the structure.

4.2 Parallel Processing Machines

In the last few years there has been an explosion in the
number of parallel processing machines developed. The
architectural characteristics of some of these machines are
given in Table 3. Some of these machines belong to the
class of supersysiems discussed in the preceding
subsection. In an effort to identify and clarify the
differences between these machines, a number of
classifications and taxonomies have been proposed,
including Flynn's classification described in the preceding
subsection. However, Flynn's classification does not
adequately describe several of the new multiprocessor
machine architectures. More descriptive classifications of
multiprocessor systems are based on the following
characteristics (see Ref. 23): processor granularity and
type; memory organization, connection topology between
processors and memory systems; reconfigurability (1o meet
the performance needs in more than one environment);
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contzol mode (control flow versus data flow); scalability
(e.g., possibility of achieving a proportional increase in
performance with increasing system resources); and
homogeneity or nonhomogeneity of the processors (for
example, the CRAY C916 has homogeneous processors,
but a combination of a serial computer and an attached
processor can be viewed as a heterogeneous
multiprocessor).  Herein, an exiension of Flynn's
taxonomy, proposed in Ref. 27, is described. Also, the
classifications based on the first three characteristics,
namely, processor granularity and speed; memory
organization; and connection topology, are discussed (see
Ref. 26).

4.2.1 Extension of Flynn's Taxonomy

The extended taxonomy uses levels of concurrency as one
principle, and instruction types as another. Four generic
types of instructions and thiee levels of control
concurrency are included in the taxonomy. The four generic
types of instruction are: scalar, vector, systolic and very-
long instruction word (VLIW). They are distinguished by
the number of operations and number of pairs of operands as
shown in Table 4.

The three levels of control concurrency include the serial
and parallel types (with single and multiple instruction
streams), as well as the clustered type (with several
independent sets of multiple instruction streams). The three
levels constitute a hierarchy, with parallel control being a
generalization of serial control, and clustered control being
a generalization of parallel control.

The extended taxonomy has twelve types of computer
architecture. Examples of some of these types are given in
Table §.

4.2.2 Processor Granularity and Speed
Multiprocessor systems can be divided into three groups:

a. Coarse-grain machines consisting of a small
number of very powerful processors or central
processing units (CPUs) linked together. Examples
of these machines are CRAY C916, CRAY 3, IBM
ES/9000-711 VF, IBM 9076 SP1 Scalable Power
Parallel System (with 8 to 64 processors).

b. Fine-grain machines. These are massively parallel
machines which combine thousands of relatively
weak processors. When the processors work in
concert they can form very powerful computers.
Examples of machines with synchronous
processors are the MasPar MP-2, with up to 16,384
processors; the Connection Machine CM-5 of
Thinking Machine, Inc. with up 10 16,384
processors; nCUBE 2(with up to 8,192 processors);
and Kendall Square KSR1 (with up to 1,088 nodes).

¢. Medium-grain machines. These fall somewhere
between the first two categories. They have a
moderate number (e.g., tens or hundreds) of low-
cost and mid-range processors. Examples are
Alliant CAMPUS/800. BBN Butterfly TC 2000,
Encore Mulumax and Sequent Balance 8000.

4.2.3 Memory Organization

One of the most important classifications of multiprocessor
systems is that based on memory organization. According
to this classification there are shared-memory machines,
private (or semiprivate) memory machines, and multilevel-
memory machines.

Shared (or global) memory. This is a single monolithic
main memory accessible to all processors. Examples are
provided by the memories of the CRAY C916.

Distributed memory. This is a private memory connected 1o
a single processor and requiring communication to transfer
information. Examples are provided by the memories of the
Connection Machine, the FPS T-Series, and the Intel iPSC.

Muliilevel (hierarchical) memory is available in computer
systems such as the ETA-10 and the Myrias 4000.

4.2.4 Connection Topology

Multiprocessor systems with private (or semiprivate)
memories can be distinguished by the inierconnection
pattern (or lopology) between processors, memory systems
and /O facilities. The topology affects the class of
problems which can be efficiently solved on the machine.
The commonly-used connection topologies are:

Bus (or ring) type connection. The various processors,
memory systems, and I/O facilities reside on a common
communication bus or set of buses. Most computers of this
type incorporate global (or central) memory, shared by all
processors, and accessed via the communication bus.
Examples of machines with bus connection are the Encore
Multimax, FLEX/32, and Elxsi 6400 computers.

Hypercube or n-cube connection. Each processor is directly
connected to a number of its neighbors, n. The number of
connections per processor results in a multidimensional
cube with 2-in. nodes. This type of connection is usually
used with distributed memory machines. Examples of
machines with hypercube connection are the Intel iPSC and
the FPS T-Series.

Switching connection. This mechmisn. is based on
placing a swilch between the processors and memory
banks, thereby removing the ownership property between
processors and memory. For different settings of the
switch, a given processor will be connected to different
memory banks.

Although most of the cumrently available machines for
performing parallel computations belong to either SIMD or
MIMD categories of Flynn's classification, there are a
number of variations. Some of these variations are
described in Refs. 5 and 28 to 32, along with surveys of the
current and emerging parallel systems. Two of these
concepts, which exploit parallelism in ways which have
promise for achieving high performance, are data-flow
machines and systolic array architectures (MISD machines).
The two concepts are described subsequently.

The data flow concepl is based on a data-driven mechanism
which allows the execution of any instruction to be driven
by data (i.e., operand) availability. By contrast,
conventional computers are based on a control flow
mechanism by which the order of program execution is
explicitly stated in the user program. Data flow computers
emphasize a high degree of parallelism at the finite-grain
instructional level, based on the dependency graph of a
computation. The algorithm for a given computation is
first written in a special programming language designed
for data-flow applications (e.g., the language Id developed
at the Massachusetts Institute of Technology). A compiler
then translates the program into a data-flow graph (which
corresponds to the machine language for data flow
architecture). A number of experimental dataflow computers
have been built. An example of these machines is the
tagged-token data flow computer built by Arvind and his
associates at MIT.

Systolic architectures follow from space and time
representations of certain numerical algorithms which map
directly onto geometrically regular VLSI/WSI (Very Large-




Scale Integration/Wafer-Scale Integration) structures. The
term systolic array comes from the notion of data pulsing
through the processors in the network in an analogous
manner to that of blood pulsing through the circulalory
system in the body (see Ref. 33). In its purest form a
systolic system consists of a regular array of processing
elements all doing the same calculation and passing results
onto their nearest neighbors every cycle. In this way the
array as a whole computes some recurrence function. The
prime features which make this style attractive are the short
interconnections, the regularity which gives a high
packing density and simplifies the design, and the high
degree of parallelism which, when combined with the other
features, leads to high performance circuits. Potential
applications of systolic arrays in finite element
applications are discussed in Refs. 34, 35 and 36. More
advanced concepts of systolic arrays and systolic
computing are described in Ref. 37.

Parallel processing sysitems can substantially expedite the
multidisciplinary design process of structures by allowing
the designer to carry out various analysis and design tasks
in parallel. The tasks can belong to an individual discipline
as well as to other disciplines (such as in multidisciplinary
optimization problems).

4.3 Microprocessors and Small Systems

A broad spectrum of low-cost smal! systems exist now,
including new powerful microprocessors, transputers,
embedded computers, palmtop (handheld) computers,
notebook and subnotebook computers, laptop computers,
desktop computers, and engineering workstations. Several
classifications have heen attempted in the past for some of
these systems based on word length (8-bit, 16-bit, 32-bit
and 64-bit machines), weight, cost, amount of directly
addressable memory, and computing speed (e.g., 8, 16, 20,
25. 66, 100-300 MHz - see, for example, Ref. 38).
However, the dramatic increase in hardware capabililies of
small systems, coupled with the rapid reduction in cost, are
blurring the boundaries between these systems, and making
some of the classifications of questionable value (Ref. 39).
Partial lists of portable, laptop computers, engineering
workstations, and some of their characteristics arc given in
Refs. 40 and 41. Herein the development of
microprocessors, transputers, and engineering
workstations are discussed.

4.3.1 Microprocessors and Chip Technology

The trend of ever-increasing the number of devices packaged
on a chip has resulied in the miniaturization and increase in
speed of microprocessors. The new powerful chips can be
used as monitoring systems (e.g., embeddcd computers) for
the detection, recording and evaluation of stochastic
damage, thereby increasing the mean time between
inspection for structural components.

In the 1970s the efforts directed towards creating machines
with very fast clock cycle, that can execute instructions at
the rate of one per cycle (like microprogrammed
controllers), resulted in the development of Reduced
Instruction-Set Computing (RISC) processors. These are
microprocessors that provide high-speed execution of
simple instructions. The implementation of RISC
architecture began at IBM in the mid 1970s. RISC
architecture was applied to special-purpose processors as
well as to general-purpose computers. The basic notion of
RISC has now evolved to encompass chips in which the
chip areas formerly used for decoding and executing
complex instructions, are used for caching instruciiuns.
RISC chips offer the following advantages over the
Complex Instruction-Set Computing (CISC) linps: much
smaller size chips, more throughput, shorter design time,
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better support for high-level languages, and the ability o
emulate other instruction sets.

In the last decade a new type of powerful VLSI chip
(superchip) which packs RISC and a limited amount of RAM
has been developed. The superchip is called a transputer,
and is manufactured by Inmos, Ltd. of Bristol, England. The
tansputer was designed from the outset for parallel and
distributed processing. The transputer has hardware support
for parallel tasks, including local (on-chip) memory, and
four high-speed communication links. These can transfer
data at the rate of 20 Mb (Megabits) per second, thereby
enabling the transputer to be interconnected in powerful
arrays. A high-level programming language, Occam, has
been especially developed for parallel processing on the
transputer.  Also, other languages (e.g.. Ada Fortran,
Pascal, C and C++) are available for use on the transputer.

A range of transputer boards and modules now exist which
can be plugged into conventional and deskiop computers to
speed up the computations. Also, a deskiop supercomputer
with many transputers has been developed by Meiko, a
company in Bristol, England, that grew out of Inmos.
Transputer networks, formed by linking tog~ther
transputers in arrays, pipelines, rings and other patterns,
have been efficiently used in a wide variety of applications
including solution of finite element equations and graphics
processing. To date the latest transputer, the T9000 is a 32-
bit processor, with a 64-bit floating-point unit and 16
Kbytes of Cache memory. It can be connected to external
memory of up to 4 Gbytes. It has 4 user data links and 2
control links, each with a transmission rate of 100 Mbits
per sec. per direction per link. The clock cycle is 20ns,
peak execution rate is 200 MIPS and peak computational
speed is 25 MFLOPS. Current RISC processors, such as the
Intel i860, SPARC, MIPS R3000, IBM RS/6000 have clock
rates ranging trom 20 o 120 MHz

A special class of RISC processors are the superscalar
processors, which allow multiple instructions to be issued
simulianeously during each cycle. Thus the effective cycles
per instruction of a superscalar processor should be lower
than that of a generic scalar RISC processor.

The very long instruction word (VLIW) architecture uses
even more functional units than that of a superscalar
processor. The cycles per instruction of a VLIW processor
can be further lowered.

Recently, a number of powerful 64-bit RISC chips and
processors have been developed. These include the DEC
21064 (ALPHA) - see Fig. 10, the PA-RISC 7100, the Intel
Pentium and the SGI/MIPS TFP chips. A summary of the
characteristics of these chips is given in Table 6. The
powerful, RISC-based microprocessors are used in both the
high-performance workstations, and in the massively
parallel computers introduced in the 1990s (see Fig. 11).

4.3.2 Small Systems

Significant advances have been made in portable computers
and peripherals (e.g., packet modems and portable
priniers), as well as in wireless communication for mobile
computing. Examples of the small systems recently
developed are the personal digital assistants (PDAs Palmtop
(handheld) computer; subnotebook computers weighing 4.5
10 9 Ibs. and having 20 to 32 Mbytes of RAM, and 120 to
210 Mbytes of hard disk.

4.3.3 Engineering Workstations and Superservers with
Advanced Visualization Capabilities

Single-user engineering workstations and superservers

using VLSI 32- and 64-bit processor chips, and having
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internal graphics facilities, and over 1 Gbyte of addressable
memory have been developed. Both single processor and
multiprocessor systems are available. Examples of single-
processor systems are the HP Apollo 9000 series 700, the
DEC 3000 model 500X AXP, and the IBM RS6000 systems.
Examples of the multiprocessor superservers are Sun
SPARCcenter 2000 (2-20 processors) and SGI Challenge
Systems (2-18 processors, peak computational rate of 5.4
GFLOPS). The upper end of the advanced workstations are
usually referred to as superservers and were discussed in the
preceding section.

§ . ADVANCES IN PROGRAMMING
ENVIRONMENT AND SOFTWARE
TECHNOLOGY

Although considerable effort is now devoted to increasing
the productivity of the analyst and designer through the
development of powerful programming environment,
software and programming languages remain the primary
pacing items for exploiling the potential of new computing
systems.

5.1 Programming Environment

This refers to the array of physical and logical means by
which the analyst transmits instructions to the machine. It
includes the user-interface devices; interactive
programming tools (e.g., debuggers, editors, file-
maintenance utilities), and tools for automatic (and
semiauiomatic) mapping of numerical algorithms on
different machines.

The programming environments on most of the existing
new computing systems are limited 1o a standard sequential
language compiler, and extensions to support concurrency
(viz. vectorization and parallelization). The extensions of
currently used programming languages to support
concurrency (Fortran, C, Lisp) are not the same on different
machines. A description of some of the work on
development of software environment is given in Refs. 42
to 45.

Current and future interface devices have been discussed in a
previous section. Future powerful programming languages
should enable the user to state the mathematical and logical
formulation of the problem in the expectation that the
language can fill in the details. These languages should be
architecture-independent high-level languages to allow the
portability of the programs. Extensive work is currently
being done to develop a machine-independent programming
interface for parallel machines that can achieve an
efficiency comparable to programs hand coded in languages
that reflect the specific underlying architectures.

5.2 AI Knowledge-Based and Expert Systems
Al-based expert systems, incorporating the experience and
expertise of praclitioners, have high poteniial for the
modeling, analysis and design of structures. These systems
can aid the analyst in the initial selection and adaptive
refinement of the model, as well as in the selection of the
appropriate algorithm used in the analysis. Expert systems
can also aid the designer by freeing him from such routine
tasks as the development of process and material
specifications. The potentials of Al and expert systems in
computational mechanics is described in Ref. 46, and a
review of the capabilities of some of the currently available
expert systems and their limitations are given in Refs. 47
and 48. A description of a knowledge-based system used as
a modeling aid for aircraft structures is given in Ref. 49.
The requirements, design and implementation of an
intelligent interface to a computational fluid dynamics flow
solver is discussed in Ref. 50.

§.3 Large Powerful Data Management Systems
and Databases

Future engineering software systems are likely to have the
basic analysis software (such as data management, control,
etc.) as part of the software infrastructure and the discipline
specifics (such as the finite element properties of the
structure) as part of application software. Conventional
database management systems (DBMs) developed in the last
decade, such as relational database management system
(RIM), provided multidisciplinary coordination, and helped
in the integration of structural analysis programs into
CAD/CAM systems. However, these conventional DBMs
do not meet the data requirements for the current and
emerging engineering/design environment (see Ref. 51).
Among the different advanced data/process modeling
methodologies which have high potential for
multidisciplinary analysis and design applications are: the
three-level IDEF methodology developed by the Air Force's
integrated computer-aided manufacturing program (see Ref.
52); Nijssen's information analysis method based on a
binary relationship model; Entity relationship model; and
object-oriented data model. A description of these models
is given in Ref. 51.

6. ADVANCES IN NUMERICAL ALGORITHMS
AND COMPUTATIONAL STRATEGIES

To achieve high performance from any compuling sysiem,
it is necessary cither to tailor the computational strategy
and numcrical algorithms to suit the architecture of the
computer, or to select the architecture which may
effectively map the computational strategy and execute the
numerical algorithm. Extensive work has been devoted to
the development of vectorized and paraliel numerical
algorithms for new computing systems. Review of some of
this work is contained in a number of monographs, survey
papers and conference proceedings. (See, for example,
Refs. 5310 57).

In this section a brief review is given on the recent progress
made in special parallel numerical algorithms and
computational strategies that are influencing structures
calculations.

6.1 Parallel Numericel Algorithms

In parallel algorithms, independent computations are
performed in parallel (i.e., executed concurrently). To
achieve this parallelism, the algorithm is divided into a
collection of independent tasks (or task modules) which can
be executed in parallel and which communicate with each
other during the exccution of the algorithms. Parallel
algorithms can be characterized by the following three
factors:

a. Maximum amount of computation performed by a
typical task module before communication with
other modules.

b. Intermodule communication topology, which is the
geometric layout of the network of task modules.

¢. Executive control to schedule, enforce the
interactions among the different task modules and
ensure the correctness of the parallel algorithm.

The three aforementioned factors have been used in Ref. 58
as a basis for classifying parallel algorithms on the
conceptual level, and for relating each parallel algorithm to
the parallel (or pipeline) architecture to which it naturally
corresponds.

The design of a parallel algorithm must deal with a host of
complex problems, including data manipulation, storage
allocation, memory interference, and in the case of parallel
processors, inierprocessor communication. In general, the
parallel numerical algorithms reported in the literature fall




into two categories: reformulation (or restructuring) of
serial algorithms into concurrent algorithms, and
algorithms developed especially for parallel machines.

Most of the work on parallel numerical algorithms belongs
to the first category, i.e., decomposition of familiar serial
slgorithms into concurrent tasks. Examples are matrix
operations, direct and iterative methods for solution of
algebraic equations, and eigcnvalue extraction techniques
(see, for example, Refs. 53, 55 and 57).

The second category includes the algorithms whose
development was spurred by performance criteria for
parallel processing. These algorithms have been referred to
as uniquely parallel and only a few of them have been
reported in the literature (see Ref. 59). Examples of
uniquely parallel algorithms are provided by the parallel
superconvergent multigrid method (Ref. 60) and the fully
parallel algorithm for symmetric eigenvalue problem (Ref.
61). In some cases the performance of uniquely parallel
algorithms is superior to their serial counterparts.

6.2 Construction of Parallel Algorithms

The development of parallcl numerical algorithms generally
follows one or both of two related approaches: reordering,
and divide and conquer. Reordering refers to restructuring
the computational domain and/or the sequence of operations
in order to allow concurrent computations. For example,
the order in which the nodes of a finite e} ment grid are
processed, and the assembly strategy (n dJe-by-node or
element-by-element assembly)may change the degree of
parallelism that can be achieved in the solution of the
resulting algebraic equations (Ref. 62 and 63). The
performance of the node-by-node generation and assembly
strategy on a 512 processor Intel Delita and a CRAY C916
computer is shown in Fig. 14 for a Langley Mach 2.4 High-
speed Civil Transport (HSCT) model (Ref. 63).

The divide and conquer approach involves breaking a task
up into smaller subtasks that can be treated independently.
The degree of independence of these tasks is a measure of
the effectiveness of the numerical algorithm, since it
determines the amount and frequency of communication and
synchronization. This idea pervades many of the parallel
algorithms and can be extended to the overall
computational strategy as described in the succeeding
section.

6.3 Comments on Parallel Algorithms and
Thelr Implementation

The following comments concerning parallel algorithms

and their implementation are in order:

8. Effective parallel algorithms are not necessarily
effective on sequential computers. In fact, some
parallel algorithms involve additional (redundant)
floating point operations which make them
inefficient on sequential machines.  Also,
restructured serial algorithms may not be the most
efficient on parallel processing machines.

b. The mathematical properties of the serial and
parallel implementations of the same algorithm can
be different. For example, the rate of convergence
and numerical stability of serial and parallel
iterative techniques can be different. In some cases
parallel implementation can degrade the
performance and in other cases, it improves it (Ref.
59).

c. To achieve high performance both the numerical
algorithm and its implementation must be carefully
tailored to the particular machine being used. This
raises the question of portability of parallel
programs. It is not practical to develop algorithms
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and programs for each new computer. Also, it is
not desirable to achieve portability at the expense
of performance. A number of studies have been
devoted to achieving high performance and
portability of numerical algorithms on advanced
computers. Two approaches have been proposed in
Refs. 64 and 65: 1) restructuring of algorithms in
terms of high-level modules (e.g.. matrix-matrix
and matrix-vector operations); and 2) developing
and implementing an abstraction of parallel
processing that is independent of the architecture.

d. On most of the currently-available multiprocessing
systems vectorization offers greater performance
improvement over multitasking (i.e.,
parallelization). , Consequently, if multitasking
conflicts with efficient vectorization (e.g.,
multitasking results in short vector lengths), then
the algorithm should be vectorized rather than
parallelized.

6.4 Performance of Parallel Numerical
Algorithms

Computational complexity (e.g., number of floating-point
arithmetic operations) has long bcen used as a measure of
the performance of serial algorithms. However, it is not
appropriate measure for parallel numerical algorithms. This
is because parallel computers can support extra computation
at no extra cost if the computation can be organized
properly; and parallel computers are subject to new
overhead costs (e.g., synchronization and communication)
that are not reflected by computational complexity.

One of the most commonly-used measures for the
performance of parallel numerical algorithms is the
speedup, S, which is defined as follows:

S= exccution time using one processor

exccution time using p processors

The measure S has the advantage that it uses the execution
time and, therefore, incorporates the synchronization and
communication overhead. However, it has the drawback of
comparing the execution time of the same algorithm on the
single and multiple processors.

Another definition of speedup, based on Amdahl's Law, was
proposed by Ware (Ref. 66), and is expressed by the
following simple formula:

S(p.0 = ——1—1 )
1-f (l - —)
P
where S is the maximum speedup achievable by using p
processors; and f is the fraction of computational work done
in parallel (at the high execution rate).

In Eq. (1) the execution time using a single processor has
been normalized to unity. The range of change of S with f,
at f = 1, is quadratic in p, i.e,

ds 2
=p -P 2
E‘f:l @

Therefore, for massively parallel processors the fraction on
parallelism must grow with the number of processors in
order to achieve reasonable speedups.

The utilization rate of the multiprocessor system, U, is
defined as follows:

U(p.r)=§ 3)

A utilization rate of 1 means that every processor is busy
computing all the time.
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Figure 12 shows the theoretical speedup and the utilization
rate of multiprocessor systems as a function of the fraction
of parallelism, f, and the number of processors, p. The
figure illustrates a key issue in multiprocessor machines: as
the number of processors increases, then for a given
fraction of parallelism, the degree of utilization decreases.

The following comments can be made regarding Amdahl's
Law and Ware's model:

a. Ware's model assumes that the paraliel processing
machine is a two-state machine in the sense that at
any instant of time either all the processors are
operating or only one of them is operaling.

b. Amdahl's Law can be extended to computers with
more than two modes of operation with one mode
having a lower rate of execution than others. For
example, if the scalar mode is taken as the low rate
and and a balanced higher rate, representative of
vector, memory and [/O is taken as the high rate,
then Eq. (1} can be used to give the maximum
speedup achievable by the system (Ref. 27).

¢. Ware's model does not account for the overhead
associated with interprocessor communication,
synchronization (for controlling data access and for
program control), among others. This overhead
may increase with increasing the number of
processors, resulting in a speed-down behavior
(Refs. 59 and 67).

d. Eq. (1) measures the specdup relative to the
implementation on a single processor of the same
algorithm. It does not necessarily measure the
efficiency gain due to parallelization. This will be
discussed further in the succeeding sections.

e. In Ware's model the implicit assumption is made
that f is independent of p, which is only true if the
problem size is fixed. However, in practice the size
of the problem increases with the increase in the
number of available processors. The parallel part
of the program scales with the problem size, but the
times for the program loading, 1/O, and serial
computations do not usually scale with problem
size. A discussion of the effect of problem size on
the performance of parallel algorithms is discussed
in Refs. 68 and 69.

f. Ware'’s model can be used for estimating the speedup
due to vectorization on vector machines, if f is
interpreted as the fraction of vectorizable work,
i.e.,, the maximum spcedup due to vectorization is
given by:

1
Sv=—""1 @)

l-fv(l-l—
Ry

where fy is the fraction of vectorizable work, and
Ry is the ratio of the vector to the scalar exccution
rate. Note that Eq. (4) does not account for the
effect of overlapping scalar and vector operations
(which can be done on some vector processors).

g. The maximum speedup due to the combined cffects
of parallel execution and vectorization (i.e.,
parallel vectorization) can be represenicd by the
product of S(p.f) [Eq. (1)), and Sy [Eq. (4)). The
speedup is depicted in Fig. 13 as a function of the
fractions of vectorizable and concurrent work, fy
and fp, for a vector multiprocessor machine with
four processors and an Ry of ten (vector exccution
rate ten times that of the scalar execution rate).
Note that when fy = fy = 0.9 the speedup is only
16.19 (less than 41% of the thcoretical maximum

speedup).

6.5 Special Computational Strategies

In recent years several attempis have been made to exploit
the potential of parallel processing machines in the
solution of various structural analysis and design problems.
These include finite element computations on SIMD vector
computers, shared-memory multiprocessors, and message-
passing multicomputers (see, for example, Refs. 70 and
71). Table 7 lists the different phases involved in the
steady-state finite element analysis, and their suitability for
vectorization and parallelization. For time-dependent
(transient) problems, several parallel temporal integration
techniques have been proposed for structural dynamics
problems (see, for example, Refs. 72, 73 and 74). Explicit
schemes are well-suited to both vector and parallel
processing. This is especially true when a Jumped mass
matrix is used. The organization of nodal and element data
to achieve high performance on the CRAY X-MP is:
described in Ref. 75. Implicit and semi-implicit schemes
require solution of equations at each time step.

A number of special strategies can be used to increase the
degree of parallelism andfor vectorization in finite element
computations. These strategies are applications of the
principle of divide and conquer, based on breaking a large
(and/or complex) problem into a number of smaller (and/or
simpler) subproblems which may be solved independently
on distinct processors. The degree of independence of the
subpreblems is a measure of the effectiveness of the
algorithm since it determines the amount of frequency of
communication and synchronization.

Herein, three strategies are discussed: domain
decomposition and substructuring; operator splitting; and
element-by-element strategies.

6.5.1 Domain Decomposition and Substructuring

The basic idca of domain (or spatial) decomposition is to
divide the domain into a number of (possibly overlapping)
regions. The initial/boundary-value problem is
decomposed into one that involves solution of
initial/boundary-value problems on subdomains, thereby
introducing spatial parallelism. Since the solution is not
available at the interfaces between regions, it is modified
iteratively as part of the solution procedure. A review of
parallel domain decomposition techniques is given in Ref.
76.

Substructuring techniques are closely related to domain
decomposition. They can also be identified at the algebraic
level by partitioning the associated matrices in an
appropriate way to separate the degrees of freedom that are
to be eliminated (the internal degrees of freedom in different
substructures) from those to be retained (interface degrees of
freedom). Substructuring techniques lend themselves
directly to parallel vectorization (Refs. 62 and 77).
However, the partitioning of a discretized structure into
substructures to achieve well-balanced workload
distribution among the different processors is a difficult
combinatorial problem. A simulated annealing algorithm
for the approximate solution of this problem is presented in
Ref. 78. The algorithm is analogous to a method used in
statistical mechanics for simulating the annealing process
in solids. Other partitioning strategies are described in
Refs. 79 and 80.

6.5.2 Operator Splitting

The notion of splitting has long been used to synthesize
the solution of a complicated problem from that of a
simpler problem (or a sequence of simpler problems).
Among the different applications of splitting are the
breaking of a multidimensional problem into a sequence of
one-dimensional problems, and the development of




iterative (and semi-iterative) techniques for solution of
algebraic equations. Splitting can be used as a means of
partitioning the computational task into a number of
subtasks that are either independent, or only loosely
coupled, so that the computations can be made on distinct
processors with little communication and sharing.

6.5.3 Element-by-Element Solution Stralegies

The modular element-by-element logic inherent in the finite
element analysis procedure has been used to develop
solution strategies which do not require the explicit
generation of the global stiffness mairix. The frontal
elimination method was originally proposed by Irons (Ref.
81) to bypass the assembly process. In recent years
element-by-element strategies have been developed for the
solution of static and dynamic problems as well as adaptive
grid generation. A review of these strategies is given in
Ref. 82. Element-by-element strategies are well-suited to
vector and parallel processing and, therefore, should be
seriously considered for use in parallel processing
machines.

7. IMPACT OF NEW AND EMERGING
COMPUTER TECHNOLOGY ON
STRUCTURES TECHNOLOGY

A partial list of some of the advances in computer
technology, along with their impact on the structures
technology, is given in Table 8. The opportunitics offered
by the new and projected hardware environment for
structural analysis and design are enormous. The current and
evolving large supersystems will open the way o a vast
range of new applications, and to higher levels of
sophistication in modeling flight-vehicle structures. The
small, emerging low-cost systems will provide a high
degree of interactivity and free the analysts and designers
from the constraints that are often impoused on them by
large centralized computation centers. The embedded
computers will aid in the control of the devices in which
they reside. Intelligent interfaces allowing multiple media
interaction for both input and output will {facilitate the user-
machine communication. Flexible high-capacity networks
will allow collaborative computing by linking designers
and manufacturing teams at different locations.

The Al knowledge-based expert systems and neural
networks will aid the initial sclection and adaplive
refinement of the model, as well as in the sclection of the
computational strategy and in postprocessing. The large
data management systems will facilitate the integration of
analysis programs into CAD/CAE and integrated product
and process development systems.

8. A LOOK AT THE FUTURE

The driving forces for future developments in computational
technology will continue to be: 1) the nced for improved
productivity and cost-effective engineering systems; and 2)
support of innovative high-tech industries (acrospace
related, transportation, microelectronics, and nuclear
energy).

8.1 Future Flight Vehicles

In the aerospace field, planned future vehicles include high-
speed civil wransport, earth observation systems, space
station, improved orbital delivery systems (which combine
low cost and high reliability), structures subjected to very
high accelerations, and very high precision shaped and
controlled space structures under dynamic and thermal
disturbances. The realization of cost-effective future
aerospace systems requires: a) technology advances in the
materials and structures areas (e.g., devclopment of
engineered/smart materials and adaptive structures
concepts); b) an integrated product and process
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development facility which incorporates both
multidisciplinary analysis and design and virtual
manufacturing facilities. The multidisciplinary analysis
and design facility accounts for the suong couplings
between traditionally separate fields (e.g., structures,
control, propulsion, aerodynamics, electromagnelics,
acoustics and optics). The virtual manufacturing facility
includes large CAD/CAM simulation capability, object
databases, and virtual reality visualization.

8.2 Computing Paradigm

The current rend towards merging telecommunications and
computer technologies will likely lead to the new paradigm
of distributed heterogeneous supercomputing (DHS). DHS
refers (o an integrated computing environment in which the
network is the computer. Use of DHS could significantly
affect CST by greatly alleviating the size limitations that
current memory capacities impose on numerical
simulations. Moreover, DHS can achieve sustained speeds
in the teraflop (urillion floating-point operations per
second) range.

DHS hardware consists of three basic components: a
processing component; a dala siorage and data management
component; and a user-interface component. The
processing component includes a plethora of architectures
of the following types: large-grain vector supercomputers
(such as CRAY C916); massively parallel systems (such as
Intel Paragon, IBM 9076 SP1 scalable power parallel
system, CM-5, and CRAY T3D); application-specific
special-purpose computers; powerful reconfigurable
transputer networks; advanced multimedia
workstations/superservers (such as SGI power challenge
scries and Sun microsystems SPARCcenter 2000); and
artificial neural networks. Both shared memory and
distributed memory systems can be included in the
processing component.

The data storage/data management component provides
physical storage in the terabyte (]0l2 bytes) range and has
large disk arrays, mass robotic media, and a massive high-
speed, high-bandwidth file transfer network.

The user-interface component includes advanced
visualization engines such as virtval reality facilities and
high-definition technologies; sonification facilities to map
data to a sound domain; and hardware and software interfaces
that allow muliiple-media interaction, including vision- and
speech-recognition facilities. The interfaces will also
allow interactive steering and dynamic control of the
computations.

DHS's effectiveness depends strongly on two f{actors: the
availability of high-speed local, backbone, and wide-area
networks for data transfer between the different computers;
and software enabling application programs to be
partitioned into tasks that can be executed separately, often
simultaneously, on different types of computing platforms.
Each task is executed on the architecture for which it is best
suited. For the partitioning task, an intelligent (smart)
operating system and object-oriented tools are needed to
optimize the system's throughput performance.

DHS development is being vigorously pursued by a number
of teams at National Science Foundation supercomputer
centers (in Illinois, Pitisburgh, and San Diego); at the
Naval Occan Systems Center; at Oak Ridge National
Laboratory and at convex and MP computer systems. A
proposed National Metacenter Concept that would connect
the NSF supercomputing centers is being explored (see Ref.
1 and Fig. 15).
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DHS could potentially allow solutions to previously
intractable structures problems. It is also likely to change
the nature to CST research and design activities by enabling
collaboration among geographically dispersed researchers
and designers. Future DHS hardware will provide multi-
terminal display capability for simulation and will feature
other multi-terminal visualization capabilities as well.

8.3 Human/Machine Interfaces

The realization of the potential of new and emerging
compuling technology in structural analysis and design
requires new approaches for human/machine interfaces. The
full power of creative artificial intelligence research should
be brought to bear on the development of human/machine
interfaces which effectively link to as many of the human
sensing and communication mechanisms. These
mechanisms can initially include coordinated use of
visualization, sound and touch; and in the longer term,
direct and indirect measures of human encephalographic or
other properties of thought and situation awareness.

8.4 Near-Term Needs in the Computational
Structures Area

Among the near-term primary pacing items in the
computational structures area are: a) understanding of
physical phenomena associated with damage and failure of
structures, particularly those made of new materials; b)
effective coupling of numerical simulations and
experiments and the selection of benchmarks for validating
and assessing the efficiency of the numerical simulations;
c) effective model generation and visualization stecring
facilities; and d) intelligent/smart computational models
(with hierarchical/adaptive modeling facilities).

9. SUMMARY AND CONCLUDING REMARKS

A review is given of the recent advances in computer
technology that are likely to impact structural analysis and
design of flight vehicles. The characteristics of new and
projected computing systems are summarized. Advances in
programming environments, numerical algorithms. and
computational strategies for new computing systems are
reviewed. At one end of the spectrum there are the top-of-
the-range large supersystems such as the multiprocessor
machines CRAY C916, Fujitsu VPP-500, and the Massively
parallel machines CM-5 and nCUBE 3. The performance of
large supersystems will continue to improve and their peak
computational speeds are likely to reach a teraflop (1 x

1012 floating point operations per second) before the end
of the decade. These supersystems will make possible new
levels of sophistication in modeling of flight vehicles as
well as in problem depth and scope which were not possible
before. At the other end of the spectrum the ultrafast
microprocessors and the embedded computers will be used in
structural health-monitoring systems (for detection and
recording of damage), will aid in the control of the devices
they reside in, and help in the realization of intelligent
(smart or adaptive) structural components. The cmerging
multimedia workstations with multiple media interaction
for both input and output (e.g., graphics and natural
languages) will facilitate the user-machine communication,
allow adaptive modeling and solution strategies and
increase the productivity of structural analysis/designers.
The future computing paradigm will be based on distributed
heterogeneous supercomputing and will allow collaborative
computing by linking design and manufacturing teams at
geographically different locations.

The discussion of the new compuling systems presented
herein is intended to give structural analysts and designers
some insight into the potential of these systems for
providing cost-effective solutions of complex structural

problems, and to stimulate research and development of the
necessary algorithms, firmware and software o realize this
potential.
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Table 1 - Levels of Parallelism

Level

Performed
by

Means to Achieve Parallelism

Job
level

Operating

system

Multiprogramming -
overlapping and interleaving the
execution of more than one
program (I/O and CP operations).
Multiprocessing - running two or
more CPUs concurrently on
differemt applications or on
independent job streams of the
same general application,

Program
level

Multitasking - decomposition of § Software
a program into two or more tasks
(program segments) that can
execute concurrently. This requires
the tasks to have no data or control
dependence. Microtasking - which
permits more than one CPU 1o work

on a program at the Do-loop level.

Inter-
instruc-
tion
level

Concurrency among multiple
instructions - This requires an
analysis of the data dependency and
is accomplished by dividing each
instruction into suboperations, and
overlapping the different
suboperations on different
instructions.

Compiler

Intra-
instruc-
tion
level

Pipelining - by dividing the Hardware
instruction into a sequence of
operations, each of which can be
cxecuted by a specialized hardware
stage that operates concurrently
with other stages in the pipeline.
Very-long instruction word
(VLIW) - performing multiple
operations per instruction, each
with its own address field.
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Table 2 - Architectyral characteristics of some of the new and emerging U.S.
and Japanese large supersystems

Central Peak
System/ Architectural Maximum | Processor Processing Maximum Computational
Model Configuration | Number of Type Unit Clock Main-Memory Rate
Processors Cycle Time (ns) Capacity (GFLOPS)
CRAY-2 multiprocessor 4 ECL 4.1 512 MW-DRAM 1.2
with shared 128 MW-SRAM
CRAY-C916 | memory 16 ECL 4.2 1GW 16
CRAY-3 16 ECL 2.0 128 MW 16
IBM ES/9000 | multiprocessor 8 ECL 7.2 10.2GB 45
-982 VF with dedicated
bufler and shared
memory
Fujitsu highly parallel 222 GaAs and 10 55GB 355
VPP 500 vector BiCmos
maultipracessor
with distributed
memory.
Hitachi multiprocessor 4 ECL 2 2GB 32
$-3800/480
water-cooled
Hitachi S- single processor 1 ECL 4 1GB 2
3600/180
air-cooled
Hitachi single processor 1 ECL 4 1GB 3
S-820/80 with multiple
pipelines
NEC multiprocessor 4 ECL 2.5 8GB 25.6
SX-3/44R with multiple
pipelines

Table 3 - Architectural characteristics of some of the massively parallel computers

System/ Maximum Maximum Peak Computational Rate
Model Architecture Number of Processors Main Mcmory Each Processor Total
Capacity GB Node (MFLOPS) | (GFLOPS)
Thinking Machines synchronized 1024 32 128 128
Comp. CM-5 MIMD (expandable to 16,384) (512
Intel Paragon MIMD, 2-D 2000 262 75 150
XP-S Mesh (expandable to 4,000) (524) ~(300)
MasPar MP-2 SIMD, 2-D 16,384 4 0.146 24
Mesh and router
nCUBE 2 MIMD 8,192 262 4.1 34
hypercube
nCUBE 3 MIMD 65,536 65,000 100 6,500
hypercube
CRAY T3D MIMD 2,048 131 150 300
bidirectional
torus topology
Meiko CS-2 MIMD variable 264 36.8 200 Fujitsu 51.2
topology (256 Fujitsu 40/SPARC
+ 8 Super SPARC)
Meiko Computing MIMD variable 136 5.1 80/Intel 10.2
Surface i860/concerto | topology 128 Intel + 8§ SPARC) 12/SPARC
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Table 4 - Classification of Instruction Types (See Ref. 23)

Type of Number Number of
Instruction Operations Pairs of Examples
Operands
Scalar 1 A=B+C
Vector 1 | Aj=Bj+Ci,i=1,N
Systolic M 1 Matrix operations, with data from
rows and columns used
repeatedly.
VLIW M N Multiple operations per
instruction, each with its
own address field.

Table 5 - Extended Taxonomy of Computer Architectures (See Ref. 23)

Generic Instruction Types
Levels of Scalar Vector Systolic VLIW
Concurrency
Serial CDC-7600 CRAY-1 WARP
1BM 360/95 CYBER 205
Parallel BBN-Butterfly CRAY C916
Hypercube ETAl0O
Clustered Myrias Cedar

Table 6 - Characteristics of New 32/64-bit Chips/Processors

Number of Speed and Pcak
Name of Chip Transistors Clock Cycle Computational
(in millions) Speed
DEC 21064 (Alpha) 1.68 200 MHz 150 MFLOPS
(5 ns) 300 MIPS
HP PA-RISC 1.7 100 MHz 200 MFLOPS
7100 (10 ns)
Intel Pentium processor 3.1 66 MHz 112 MIPS
(15 ns)
SGI/MIPS 34 75 MHz 300 MFLOPS
TFP (13.3 ns) 300 MIPS

Table 7 - Different Phases of Finite Element Structural Analysis

Steady-State (Static) Problems

Phase

Suitability for Parallelization/Vectorization

Irput problem characteristics, element and
nodal data, and gecometry

Can be parallelized.

Evaluation of element characteristics

Easy to parallelize and can be vectorized.

Assembly

Requires special care for parallelization (e.g.,
node-by-node strategy) Difficult to vectorize.

Incorporation of boundary conditions

Easy to parallelize.

Solution of algebraic equations

Important to vectorize and parallelize.

Postprocessi ing

Can be parallelized and veclorized.




Table 8 - Impact of New and Emerging Com;, ‘r Technology
on Structures Technology

System

Impact on Structures Technology

¢ Supersystems (> 1.0 Gigaflop) e.g., CRAY
916 and CRAY-3

¢ Highly parallel systems, e.g., CM-5,
Paragon XP/S, and CRAY T3D

¢ New levels of sophistication in modeling
structures

¢ Expedite multidisciplinary analysis and
design

o Workstations (3G machines)*
* Workstation clusters

* Microprocessors and chip technology (e.g.,
SGIMIPS TFP and DEC 21064
(ALPHA) Chips)

e Special-purpose firmware

« Increase productivity of structural
analyst/designer

¢ Collaborative computing - design and
manufacturing teams

¢ Structural health monitoring systems (for
detection and recording of damage)

o Significant speedup of analysis/design
modules

¢ Al knowledge-based, expert systems, and
neural networks

¢ Aid in initial selection and adaptive
refinement of model, sclection of model,
selection of computational strategy, and in
_postprocessing

« Large data management systems and

« Facilitate integration of analysis programs
into CAD/CAE, and integrated product and
_process development systems

*3G machines refer to workstations with over billion bytes (Gbytes) of storage; over billion

instructions per second (GIPS); and over billion floating-point operations per seconds (GFLOPS).
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Fig. 5 - Nauonal Research and Educationad Nemwork.
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1. SUMMARY

The successful and timely transition of new
product technologies to weapon systems depends
heavily on the technical maturity, flexibility and
cost effectiveness of the critical manufacturing
processes and systems required to turn these
technologies into tangible products. The whole
concept of Integrated Product Process
Development (a.k.a. Concurrent Engineering)
encourages and facilitates the parallel design and
development of these manufacturing processes
and systems with the design and development of
the product. As a result of new computer aided
technologies and increased emphasis: on
manufacturing design, new tools .and
methodologies are emerging that will facilitate
the early consideration of manufacturing in
design. This paper will address the development
of two such tools - Producibility Methodology
and Tools and Virtual Manufacturing. These
tools will enhance the effectiveness of
manufacturing engineers who are integrated
product process development teamn members and
enable design engineers to better understand the
potential downstream implications of early
design decisions.

2. INTRODUCTION

The current aerospace environment is in a
constant state of rapid change. Available defense
resources are decreasing while at the same time
the threat is much less predictable and the need
for rapid response speed is heightened. As a
result, the defense industrial base must provide a
broad range of high quality products at reduced
costs. The margin for inefficient processes is
nonexistent. The resources simply do not exist
any longer for the trial and error processes of the
past. A new business strategy is required. Key
requircments for this new strategy are:

* Make affordability and (weapon system)
performance cqual partners

» Decouple cost and quantity (economical lot
sizes of one)

+ Move toward “economies of scope” vs.
“economies of scale” (Achieve the flexibility
to handle multiple product lines which may
each have low production)

¢ Effectively manage and leverage change

To respond to this challenge, it is critical that
manufacturing be considered early in the design
process. The approach to achieve this goal is
aimed at developing a series of analysis and
predictive tools that will provide for a more

Presented at an AGARD Meeting on ‘Integrated Airframe Design Technology, April, 1993.
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complete and accurate design base for
manufacturing. The intent is to fully support the
design of manufacturing processes and systems
over the entire life cycle, from concept
development to disposal. The users of these
tools would be both product design and
manufacturing engineers, ideally working as an
integrated team.

Two such tools are the subject of this paper: 1)
Producibility Methodology and Tools, and 2)
Virtual Manufacturing. The underlying
improvements that contribute to the focus on
producibility methodology are a focus on
Integrated Product Process Development (a.k.a.
Concurrent Engineering) and innovative
approaches to variability reduction during the
development of new products and processes.
Virtual manufacturing concepts build from
modeling, simulation and virtual reality
technologies that are now possible with recent
increases in computer capabilities.

An application analogy in this area is found in
battlefield modeling and simulation, figure 1.
Through a series of computer displays, animation
and simulations, including person-in-the-loop, a
battlefield modeling and simulation capability is
being developed.!  From this capability it is
possible to begin to develop battlefield strategy
tactics, test new weapon system concepts and
evaluate alternatives.

ANALOGY

Devalop Strategic and
Tactical Battlefiold
Implementation Strategies

Test New Weapon System
Conoepts
» Develop Requirements

Evaiuate Alternatives

An expansion of this analogy is the basis for the
concepts presented in this paper, figure 2. 1f new
weapon system requirements and concepts can
be tested in a simulated batleficld scenario, it
should be possible in the long term, to use
improved analytical means and evaluate the
potential cost, quality and throughput for
production of these wecapon systems. This
evaluation should be completed before
significant financial commitments arc madc.
Multiple “what-if” scenarios could be cvaluated
to search for the best value to mect these weapon
system performance requirements.
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3. OVERALL STRATEGY

The approach to ecarly manufacturing
considerations in design is bascd on the
philosophy of assessing key manufacturing
characteristics and requirements early in the
product design phase. This assessment will
allow manufacturing strategies to be developed
in parallel with the design phases of the product.
The intent is to identify and resolve arcas of
potentially high manufacturing cost and risk
during the early phases of design, when the
impact of product design change is least costly.
It is believed that a proactive and comprehensive
analysis of manufacturing, done early in design,
will also lead to manufacturing being viewed as a
true innovator on the team instead of a constraint
on the creativity of the designer. In figure 2, the
scenario depicted would have weapon system
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design concept and requirements evaluated in a
battlefield environment. These requirements
would then be passed to an integrated
engineering team that could evaluate the desired
design characteristics vs. the affordability driven
by manufacturing. In figure 2, the first issue is
to address the interaction between the product
designer and the manufacturing engineer. This
interaction should be approached using
Integrated Product Process Development (IPPD)
concepts. The dialogue and product
development balance would center around the
ability of the product design to meet performance
requirements while at the same time being
manufactureable with cost effective, high quality,
repeatable processes. The "first cut” at this
design balance would be done using
producibility analysis tools. The next level of
detail in the design balance would then be done
using Virtual Manufacturing techniques. Virtual
Manufacturing would address areas such as
business practices, planning, shop floor processes
and testing.

Overall Strategy
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- and Control Do and Valicate
Critical Process Models

Fioure 3. Hioh Level Descriotion of A :

The high level description for the approach is
shown in figure 3. At the very top level, the goal
is to understand the impact of the user
requirements on design altematives. This top
level design balance is obtained by assessing the
various design and manufacturing strategies that
could be employed to create and build the
product (two way arrow from the top most box to
second level). The lower 4 boxes in figure 3
depict the approach. The intent is to iterate
design-manufacturing strategies until the one(s)
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with the most value are found. This involves
assessing the producibility and cost risk of the
designs established through a balanced product
and process development (box 3), completing an
overall factory assessment, using virtual
manufacturing techniques (box 4) and thoroughly
analyzing high risk, high cost shop floor
processes, using virtual manufacturing
techniques (box 5). All of the analysis and
synthesis processes depicted in figure 3 can be
done in a highly iterative manner using
structured methodologies, state of the art
computer tools, which support advanced
modeling and simulation techniques, and a
comprehensive manufacturing data base built
from knowledge of world class manufacturing
techniques. Additional discussions on
producibility methodology and virtual
manufacturing follow.

3.1 Producibility Methodology

 Producibifity Methodology & Tool Set

E_igyﬂ_&zz. ibili

A structured methodology proposed for assessing
the producibility of product design is shown in
figure 4. This figure depicts three keys aspects
of producibility analysis. On the left, the design
tree is broken down in a hierarchical fashion
from the very top level - e.g. Weapon System, to
the levels that depict the specific components and
technologies that are used in the design of the
component. In a new design, the engineer would
identify the level at which key performance
characteristics depend on critical components.
Once the critical components are identified, the
technologies that are used in the component
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would then be identified. At that point, the
manufacturing processes for that critical
component and its technologies would be
identified. This is shown as the horizontal tree in
the middle portion of figure 4 - IPPD Design-
Mfg Engineering Balance. The horizontal tre¢ is
used to depict the hierarchy of manufacturing
processes that are required to manufacture the
critical component identified by the tree on the
left. The right hand portion of figure 4 illustrates
the manufacturing data bases, guidelines and
other critical bits of information about the
manufacturing tree in the center. The overall
strategy is as follows: 1) from the product tree,
identify the critical components required to
ensure that key performance characteristics are
met, 2) construct a manufacturing tree that
depicts the critical manufacturing processes that
are essential to make the critical components,
then, 3) identify what is known and unknown
about these critical manufacturing processes.
This involves examining how repeatable these
processes are and the statistical likelihood that
defects could result from a lack of process
definition and control.

This approach has been captured as the Six
Sigma3 Producibility Analysis4. The objective of
Six Sigma is to provide a systematic and
statistically based approach for designing
products that are inherently producible. The Six
Sigma Approach provides the capability to link
individual manufacturing process variability to
overall product producibility. A product
designed and manufactured under the Six Sigma
philosophy could have no more than 3.4 defects
per million. The process capability indices for
Six Sigma would be Cp=> 2 and Cpk>1.55 Note
thuie are two factors that enter into the process
indicies, the design robustness (numerator) and
the manufacturing process variability
(denominator). This goal is based on the
realization that today’s sophisticated products
require hundreds of parts, processing steps and
parameters to be controlled. The cumulative
effect of defects during the manufacturing
process can quickly drive the overall yield to an
unacceptablly low number,

Based on this analysis, manufacturing should
iterate with design to see if suitable components
and processes can be chosen that are better
known and therefore more controllable using
state of the art equipment, etc. If new
components and manufacturing processes are
deemed essential to the mission of the weapon
system, this methodology can help identify the
risk reduction projects that should be undertaken
to ensure that the new components developed can
be successfully transitioned to practice in the
weapon system. An example of this approach is
shown in figure 5.

Six Sigma Exampie: T/R Module Subarray

In this example, new weapon system
performance characteristics were dependent on
the transmit receive (T/R) module of the radar
system, which was part of the avionics system.
The critical components of the TR module were
identified and an in-depth analysis was done on
the manufacturing process required to
manufacturing these components. This analysis
identified the variability, the potential Defects
Per Million Operations (DPMO) and the Defects
Per Unit/Subarray (DPU/SA). Those processes
which have a relatively higher DPU/SA  were
flagged as potential “show-stopper” processes
and required more process development to
reduce risk. This methodology of identifying the
risk of defects in the critical manufacturing
processes, prior to committing to manufacturing,
is a way to ensure that the technology developed
has sufficient maturity to enable successful




transition to the implementation in a weapon
system.

3.2 Virtual Manufacturing

The analysis tools available to a designer for
performing initial assessments of product
producibility provide a high level screening,
based on knowledge of specific process
constraints, to quickly “weed out” concepts
which exceed targeted costs. However,
manufacturing is not merely a collection of
individual processes which can be defined by a
set of design rules. Rather, manufacturing is a
tightly coupled, interdependent set of functions
operating as a system. Just as a weapon system
cannot be truly understood without considering
how its individual components operate together,
neither can the manufacturing system. Going
beyond the initial screening, to a point where
producibility/affordability can be demonstrated
and the true implications of design alternatives
are understood, requires the ability to capture,
represent and analyze the system of
manufacturing relative to these designs. In
essence, manufacturing the product in the
computer is possible prior to ever committing
production resources. This capability is
embodied in a concept called Virtual
Manufacturing (VM).

Virtual Manufacturing is an integrated, synthetic,
manufacturing environment which is exercised to
enhance all levels of decision and control across
a products life cycle. The definition above
illustrates several of the key elements and
objectives of VM. First, VM will consist of an
integrated and distributed set of both existing and
future models and simulation tools, not a
singular, monolithic solution. This will allow
VM to be developed and implemented
incrementally, capitalizing on models and
simulation tools which already exist. Second,
these distributed models used by VM will be
synthesized and abstracted from the actual
processes t0 be evaluated, thereby providing a
direct linkage between the synthetic and actual
production environments. This is a key

discriminator from most existing simulation
approaches and allows VM to be used as both a
decision support tool and for the analysis/control
of manufacturing functions. Third, VM will
provide consistency of representation as one
progresses from the aggregated view of an
enterprise to a detailed view of a shop floor.
This allows users to simulate, with high
confidence, manufacturing environments with
differing levels of detail and from different
perspectives, corresponding to the changing
decision support and control requirements across
a products life cycle.

It is important to note that VM does not require
every process and function to be modeled in a
computer. The development and implementation
of VM will be driven by those processes and
functions defined as constraints, either from a
capacity or capability perspective. Additionally,
VM will operate on an interactive basis with
human operators, leveraging computerized and
human knowledge to provide a level of VM
functionality appropriate to the user.

Requirements \

Costhlsk Design
c.m

Performance \
Analysis

Figure 6 depicts a scenario containing a
simplified set of processes for designing a new
weapon system which is useful in explaining
how VM can be used. The user requirements,
speed/payload/range/etc., feed the design
function. Several design alternatives are
generated using the IPPD tools discussed earlier.
These options are returned in a format
compatible with the virtual battlefield simulation
tools. The battlefield effectiveness of the various
options is defined and the more promising
concepts identified. = The key product
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characteristics of the promising concepts are then
used to feed the virtual manufacturing analysis
for determining cost and risk estimates. VM
tools are used to identify candidate
manufacturing enterprise configurations for
achieving the required product characteristics.
For example, the required product speed
demunds high temperature materials, and
therefore a key part of the enterprise to be
analyzed involves high temperature processing
capability. Information is abstracted from the
resource and process models pertaining to the
candidate enterprises, and used to drive the VM
analysis and simulation. The results begin to
provide answers to the questions;

¢ Canlmake it
+  What are the cost/risk drivers
» When can I have it?

This process iterates as manufacturing
constraints are played against user requirements
and design alternatives until an acceptable
compromise is reached.

Fully realizing the vision of Virtual
Manufacturing will take many years and require
the development of a number of enabling
technologies and capabilities. System
architectures capable of supporting decentralized
model-based simulation and control need to be
identified. These architectures need to support
the integration of existing models and
manufacturing system components as well as
provide the framework for new developments.
Candidate approaches based on model federation
and knowledge representation are being
explored. Formalized models of manufacturing
processes and resources are still lacking in many
areas. Ad hoc resource models, contained in
machine control systems for example, often
exist, but little exists in the way of formalized
process models. This is particularly acute for the
intellectual processes such as design and
planning. Additionally, there are technical
constraints associated with aggregating and
disaggregating model information with high
fidelity. This is essential if VM is to maintain a

consistency of representation across the
manufacturing hierarchy. Voids also exist in
methods for effectively distributing models and
simulation tools across a network of users.
Finally, because VM represents a change in the
way the government and industry currently does
business, there are cultural and business practice
barriers which must be overcome.

However, the picture is not all bleak.
Complimentary initiatives, such as Agile
Manufacturing and work underway for
developing high speed network communication,
are tackling many of the technical barriers. There
are modeling, simulation and integration tools
available today which allow us to begin
implementing portions of the VM vision. By
employing an incremental, building block
approach for developing and implementing VM,
near term cost savings can be achieved.

4. CONCLUDING REMARKS

This paper has presented concepts for the carly
consideration of manufacturing in the design
process. In the future, it should be possible,
using computer aided technologies, and data
bases constructed from representative
manufacturing situations, to fully analyze and
project. the potential cost, quality and
throughtput of a hypopthetical set of components
which would satisfy weapon system mission
requirements. This analyscs could be done early
in the design process, so viable solutions could
be found to problems before large financial
commitments are made. Two tools that are
critical to the realization of this goal,
producibility methodology and tools and virtual
manufacturing were discussed.

The producibility mecthodology and tool sct
included a structured approach to identify the
components essential to performance and to
identify the link to the manufacturing process.
An approach, based on 6 Sigma Variability
Reduction concepts, allows the potential number
of defects to be identified based on a step-by-step




analyses of the manufacturing processes required
to produce the component. Where the number of
defects exceeds 3.4 parts per million, increased
design robustness and/or increased
manufacturing process development is
recommended to reduce technology transition
risk and increase the overall product and process
quality.

Virtual Manufacturing is based on the integrated
application of simulation, modeling and analysis
technologies and tools. It allows the balancing of
product performance and production impact
across a products life cycle. VM will allow
enterprises to evaluate the producibility and
affordability of new product concepts with
respect to risks, impacts on manufacturing
capabilities and production capacity. VM will
provide, prior to production, a "Build-in-the-
computer” capability to prove the product is
manufacturable, and an analysis of various
production and supplier flow scenarios.
Simulation and model-based control of
manufacturing production will allow rapid
response to changing customer and technology
needs. For both defense and commercial users
the cost and risk for introducing new products
and processes will be reduced.
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APPLICATIONS OF CFD CODES AND SUPERCOMPUTERS
TO AIRCRAFT DESIGN ACTIVITIES

W. Schmidt")/P.W .Sacher**)
Deutsche Acerospace AG
D-81663 Miinchen
Germany

Abstract”

Integrated Design Technology has been pushed to a
large extent by the tremendous progress achieved in the
last two decades in the field of computational techniques
with regard to flow simulation, engineering and ma-
nufacturing. This paper concentrates on the impact of
CFD on the overall design process reviewed from the
view of aircraft industry in Germany.

Selected examples will be given for applications of CFD
during design and development of major products of Eu-
ropean aerospace industry without claiming for com-
pleteness. General product categories and technology
areas involved will be identified having large potential
for CFD and supercomputing efforts. In addition present
technology thrusts will be discussed and examples for
the impact of CFD and supercomputing demonstrated by
applications in various programmes will be given.

Introdyction

CFD and supercomputing are supposed to help desig-
ning better products at lower risk.

Fig. 1 Cost of changes vs. design freedom during A/C
development
(Source : M. Wozny, R.P.1, Symposium on in-
formation architectures for concurrent enginee-
ring)

According to the schematics in Fig. 1 the expected cost
for changes in the various stages of the development

*) Director Air Vehicle Engineering
Associate Fellow AIAA

**) Manager Hypersonics Technology Programme
Member AIAA

process are increasing dramatically with progressing
time. In contrary the freedom for the designer to make
changes is more end more reduced. The message is that
CFD and supercomputing has to be applied to a large
extent during early conceptual and preliminary design
stage where design freedom exists at low cost concer-
ning changes with regard to the systems concept. So far
the risk not to achieve a successful product at minimum
development cost is controllable.

Major products of acrospace industry are categorized as
follows :

o Civil aircraft
- general aviation aircraft
- transport aircraft
- helicopters
» Military aircraft
- combat aircraft
- trainer aircraft
- transport aircraft
- helicopters
« Military rockets and missiles
¢ Space transportation systems
- rocket launchers
- reentry vehicles
- winged airbreathing launch systems
- transfer vehicles (terrestrial, extraterrestrial)
» Space systems
- satellites
- space stations

These product families have to be analyzed individually
concerning the potential impact of CFD and supercom-
puting during design and manufacturing with respect to

s COSt
« time
¢ quality and
o risk.

In addition the required specific product properties play
an important role on the decision to what degree CFD
and supercomputing have to be applied, e.g.

performance
operating cost
operation risk

life time

life cycle cost
environmental impact

-------

Presented at an AGARD Meeting on "Integrated Airframe Design Technology. April, 1993.
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The next step is to identify the technology areas invol-
ved during the design process where CFD and super-
computing will have significant impacts on product suc-
cess. It is obvious that nearly all engineering disciplines
may benefit to a large degrec e.g.

« Flight physics
- acrodynamics/acrothermodynamics
- propulsion integration
- flight dynamics/trajectories
- signatures
 Structures and materials
« Propulsion systems
s Subsystems
- guidance and control systems
- communication systems
» Systemsintegration
- simulation
- general performance

o Tests and verification

Cenainly, this list could be continued but it is important
to consider these technology areas involved more in de-
tail with regard to the expected magnitude of benefit
gained. This leads to prescntly observed trends for
mayor efforts in industry due to technology thrust e.g. in
the fields of

« Flight physics
- boundary-layer and flow-separation control (e.g.
laminarization)
- improvement of high-lift systems (e.g. for civil
transport A/C)
- prediction of aerothermodynamics (e.g. for space
transportation systems)
- development of advanced flight control systems
(e.g. for supermaneuverability)
- validation of numerical methods for analysis and
optimization (all industrial products)
- numerical methods for radar and infrared signature
analysis (e.g. for combat A/C)
e Materials and structures
- fibre materials/high temperature resistant materials
- smart materials
- computer aided design/optimization and manufac-
ture
« Propulsion systems
- engine/airframe integration
- fuel efficiency/pollution reduction
- hypersonic airbreathing engines RAM/SCRAM)
- cryogenic fuels
- noise reduction

P ¢ situati

The present situation in aircraft industry with regard to
CFD and supercomputing for the prediction of acrody-

namic characteristics of complex A/C configurations can
be characterized as Fig. 2 shows.

Fig.2 Impact of CFD and supercomputing on wing
design, design of high-lift devices and propul-
sion integration

Limited computational models and predominantly wind-
tunnel work can be found where improved representa-
tion of viscosity effects the prediction and minimisation
of interference effects due to the integration of aircraft
components is required. The situation in high speed
acrodynamics is even worse because of the additional
requirements for realistic representation of heat loads
and real gas in numerical algorithms uses and due to the
needs for highly effective (airbreathing) propul-
sion/airframe integration (Fig. 3). The question of
achieving thrust minus drag as a positive figure domi-
nates future designs for space transportation systems.

Fig.3 Impact of CFD and supercomputing on high
speed aerodynamics for reentry vehicles and
winged airbreathing launchers

Grid tion fechni

Grid generation, both surface grids and 3D field discre-
tization is the "Key" to successful computation in aero-
thermodynamics, and structures. Often underestimated
this techniques used have required a high level of engi-
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neering skill and experience.
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Fig.4 DOGRID : Example for CFD-mesh generation
system at Dasa Domier

In Fig. 4 an example for surface grid generation for
complex geometry is given. The main characteristics of
the system are outlined in the figure.

i Sectional cut in the computational domain
{{‘ Y
.
;;’ ,/‘;’W”"’!
Fig.5 Surface meshgrid generation from CAD-model
for complete fighter A/C
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Fig.6 Grid for Flap Modelling with a "Step"-
Approach
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In Fig. 5 an example is given for meshgrid generation
starting from a CAD-model (e.g. CATIA) using an in-
teractivc procedure. In this process, starting from a 3D-
CAD model with overlapping surfaces and gaps, a net-
work model ("wireframe") is derived, with topological
dependence to the computational model finally used for
the flow computation.

Finally the representation of an aerodynamic control
surface in the computational domain is shown in Fig. 6
again starting from the dufinition of geometry in the
CAT system and resulting in the sectional cut for simu-
lating the fiap in the CFD numerical algorithm.

Engineeri thods ( ial flow)

Engineering methods still play a significant role during
aircraft design and development. But the definition of
engineering methods, as being more or less restricted
only to "data sheets™ and "Handbooks”, has changed to a
large degree. With the availability of PC's and work-sta-
tions on necarly each engineer's desk, engineering me-
thods include now even the level of numerical methods
in the complexity of panel methods ("Potential Flow
Solutions”) with and without viscous flow correction
procedures.

Fig.7 JPATS-Fanranger surface pressure analysis
using panel methods applied during design

(HISSS at Dasa, M=0,5, 0t = 5%)

Fig. 7 shows the pressure distribution on a complex sub-
sonic trainer aircraft configuration obtained by an ad-
vanced panelmethod based on the numerical solution of
the linearized potential flow equation. It is obvious, that
this information, available in short time, plays an impor-
tant role as a complementary tool to wind-tunnel tests.
First a variety of configurational changes can be analy-
zed by numerical methods and then, finally only the op-
timized configuration will be verified by experiment.

In Fig. 8 the problems of the prediction of heat loads du-
ring acrothermodynamic pre-design of reentry vehicles
is addressed. In contrary to more conventional designs
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for subsonic, transonic and low supersonic speed, there
is for hypersonic speed nearly no way to get realistic
data from wind-tunnel work due to the lack of adequate
(hypersonic) flow simulation. So the question comes up
how to validate these numerical methods applied for the
design of such vehicles. Maybe future hypersonic flight
test demonstrators will provide an aerothermodynamic
database obtained in realistic atmospheric environment
during flight which can be used for code validation.

ed
-
-
-
- -
.
§

Fig.8 Approximate methods used for the determina-
tion of heat loads at hypersonic Machnumbers

visci i i vin i

The next higher level of CFD is reached by solving the
Euler equations to get the complete flow field around
the vehicle at a given set of parameters like Machnum-
ber, angle of attack and side-slip. In contrary to potential
flow methods Euler solutions represent the appropriate
compressibility effects and they can deal with vortical
type separated flow and realistic wakes. They provide in
short time even more data about details of the whole
flow field than the experiment usually provides. A typi-
cal example is given in Fig. 9 showing the results from
flow analysis using the EUFLEX code developed at
Dasa for a rather complex fighter aircraft configuration
atM=09and M= 1.2at o =6°.

Fig.9 Fighter Aircraft analysis using Euler Flow
computations

Shown in Fig. 9 are isobars representing different levels
of pressure by different colours. Interesting 1o note the
difference of the pressure distributions at transonic and
at supersonic Machnumber, indicating, that for M = 1.2
the development of a shocksystem on the upper side of
the wing takes place. Whether this leads to shock indu-
ced flow separation has to be investigated separately by
coupling the code with a boundary layer method. But
even without considering viscous effects, the agreement
of numerical data with the experiment is excellent as
Fig. 10 demonstraics.

L e

Fig. 10 Force and moment dala at Lransonic (M = 0.9)
and supersonic (M = 1.2) specd at 6° angle-of-
attack. Comparison of numerical and experi-
mental data.

The same situation holds for the prediction of the acro-
dynamic characteristics of missiles done by
AEROSPATIALE in Fig. 11 for M = 2.6 at 10° inci-
dence. The configuration shown here is even more com-
plex than the previously discussed fighter aircraft geo-
metry. Again colours are used to distinguish different
levels of acrodynamic loads.

aevospatiale
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Fig. 11 Complex missile flowfield analysis at
AEROSPATIALE. Euler solution at M = 2.6
and O = 10°

For completeness two examples are given for the appli-
cation of Euler analysis of a two-stage-to-orbit (TSTO)




space transport configuration with (Fig. 12) and without
(Fig. 13) upper stage ("~<biter”) at transonic Machnum-
ber (M =0,9) and & = 10°,

Fig. 12 Euler analysis of a TSTO-configuration at M =
0,9 and & = 10° with upper stage

Fig. 13 Euler analysis of a TSTO-configuration at M =
0,9 and O = 10° without upper stage

In both cases different pressures are correlated to diffe-
rent colours (red = high negative, blue low pressure le-
vel). It is clear, that by applying CFD codes the optimi-
zed integration of the upper stage with the lower stage
can be achieved in much shorter time than by experi-
mental investigations which can afford only a limited
number of geometrical changes. The question of the
feasibility of safe separation of both stages at a given
Machnumber has to be addressed in a similar way using
again CFD.

Finally an example for the capability of Euler solvers to
predict the effect of separated flow of slender delta
wings is given in Fig. 14. For a subsonic Machnumber
(M = 0.4) at &t = 10° and zero side-slip the leading edge
vortex separation is shown by a particle tracing postpro-
cessing procedure. In addition to the prediction of the
overall forces and moments ( in the domain of nonlinear
dependence from angle of attack) interference effects of
the separated vortices on controls and even the vortex
burst condition have been studied.

Fig. 14 Euler solutions for the prediction of leading
edge vortex flow separation at slender delta

wing configurations
Yi flow simylati ing Navier-
solutions

In this chapter different applications are referenced to
underline the power of CFD to investigate specific im-
pacts of improved accuracy of flow simulation models
like the representation of real gas, wurbulence and wall
surface properties. First in Fig. 15 wall stream lines on
the HERMES reentry vehicle are shown, calculated by
Dasa-Domier using a Navier-Stokes analysis code for
equilibrium laminar real gas flow conditions (M = 10,
= 30° and Rej_ = 2.15 109). These results are compared
with experimental data obtained from the wind tunnel at
ONERA S4MA with deflected flaps by 10° in order to
validate the prediction technigue.

WALL STREAM (INES

1.40-HERMES 1.0  Navisr-Stokes £qusboniim Real Gas Analysis

Fig. 15 Navier-Stokes equilibrium real gas analysis for
the HERMES config. 1.0, 1/40 wind-tunnel
model

In Fig. 16 another example is given from the RWTH
Aachen for the application of a Navier-Stokes-code with
real gas representation for a delta wing at hypersonic
speed.
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Fig. 16 Simulation of hypersonic flow at RWTH
Aachen using Navier-Stokes solution with real
gas effects

The next application deals with the problem of the in-
teraction between the wall surface and the flow. Fig. 17
shows the important impact of heat radiation from the
surface on wall temperature for an isolated delta wing
and for the lower stage forecbody lower surface centre
line in x-direction of a TSTO space transportation sy-
stem (German reference concept SANGERY). As a con-
sequence, similar results could be derived for the impact
of the resulting wall temperature on friction drag. This
numerical investigations have been performed at DLR in
Géttingen and at Dasa in close cooperation. The picture
also reveals the effects of transition from laminar 1o tur-
bulent boundary layer flow. It is clear, that from such
dctailed information on the wall temperature the proper
choice of materials and structures for future space trans-
port vehicles is strongly influenced.

Fig. 17 Influence of flow-physical model assumptions
on the prediction of adiabatic surface
temperatures

Computational design tools developed for acronautical
applications have been used frequently as "Fall-Out" for
development and design of car models to achieve geo-
metries having low drag. Its clear that for this purpose

viscous effects and scparation has to be taken into ac-
count. One example for this auempts is given in Fig. 18
by Dasa Dornier for a station wagon car model.

PANRCLE I RALES
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Fig. 18 Application of Navier-Stokes numerical flow
simulation for the development of a station
wagon car

Concerning the numerical simulation of turbulence an
example is given in Fig. 19, being representative for the
enormous efforts at universities in basic scientific rese-
arch. The figure shows the results obtained at the Uni-
versity of Stuttgart for the instantaneous high-shear
layers on a flat plate using 14.4 millions grid points for
the numerical solution.

Fig. 19 Numerical simulation of instantaneous shear-
layers (Falkner-Skan-Boundary-Layer)

lications for high gn k

High-Angle-Of-Autack (HAOA) aerodynamics attack
one of the last remaining barriers for controlled flight -
the barrier of attached flow. It is a key to improve ma-
neuverability for fighter aircraft (to achieve "Super-
mancuverability”) and to improve safety of civil aircraft
of any kind. In recent years several fighter aircraft have
demonstrated the feasibility of safe and controlled flight
in the so-called "Post-Stall” regime (e.g. HARV, SU 27
with Pugatjev Cobra-Maneuver) and even in a steady
mode like in the US/German experimental aircraft X-31.




Fig. 20 shows the result of the HAOA analysis of the X-
31 10 perform supermancuvers. The most important
{time-dependent) flight parameters (alfa, beta, phi,
speed, pressures and altitude) have to be predicted (first
used for flight simulators on ground) and then verified
in flight.

Fig. 20 The CFD-Challenge of HAOA analysis of X-
31 supermancuvers

To provide such efficient and rcliable prediction tools, a
European rescarch initiative has been started in the early
cighties. Fig. 21 shows the result from the Industrial
European Programnic Group (IEPG) on Task 15. On a
simplificd modular canard-wing-body model geometry,
Euler flow simulation of canard-wing vortex flows at
HAOA has been performed and validated by experi-
ments in collaboration of several European countrics
(UK, NL, IT, GE).

Fig. 21 Euler simulation of canard-wing vortcx flows
within the European research initiative IEPG
TA 15.

The combination of fighter aircraft flying at HAOA and
Missile firing leads to another challenge for numerical
simulation. In Fig. 22 the result of such an investigation
is shown.

-

Fig. 22 Simulation of missile firing at HAOA using
Euler solvers

% roj velopmen licati
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It has been already mentioned, that many of the numeri-
cal techniques, developed originally for the purpose of
acrodynamic flow simulation, have been used in acro-
nautical industry as a "Fall-Out” after adequate modi-
fications for related relevant disciplines. In this chapter
some of the most spectacular results obtained in Europe
will be referenced, again without claiming for comple-
teness. Examples are given for

« computational electro-magnetics (CEM)
« sonic boom prediction

e acroacoustics

e acroclastics

* icing

Radar cross section minimisation technique is a key
element for survivability of military aircraft. Therefore
numerical prediction techniques are used to a large ex-
tent for improving the design (o achieve "Stealth” capa-
bility.

Fig. 23 CFD and CEM for YF-22 prototype analysis
based on Dasa-Red-Team assessment

Fig 23 shows the geometry of the YF-22 prototype,

where an effort war undertaken at a "Dasa-Red-Team”

to asscss CFD and CEM characteristics simultaneously.
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One of the most significant and critical contribution to a
large radar signature is the engine intake. Therefore the
prediction of the radar cross section of the intake and its
dependency from the aspect angle is a mandatory requi-
rement for CEM. By using this techniques extensively
during configurational design the position of the intake
will be determined and often this is finally a result of a
trade-off between aerodynamic functionality and radar
reflection. Fig. 24 gives some data obtained at Dasa for
a curved square to circular intake.

CURVED WAARE 1O CRCRAM IS, DM WO M vV i wem A aBe e o

Fig. 24 Radar signature prediction for air intakes posi-
tioning and design

Since the renaissance of interest in supersonic transport
(or even hypersonic flight using airbreathing propulsion)
there is a renewed interest also in prediction (and muni-
misation) techniques for sonic boom patterns on ground.
Using Jameson's airplane code recently new results have
been obtained at Dasa for a Mach 3 airplanc design. As
Fig. 25 demonstrates, the agreement beiween numerical
data and the experiment is surprisingly good. This holds
even for the delta Cp pressure signaturc on ground.

NONTE R X8
NG JAMESONS URPIANFE CURE
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Fig.25 Sonic boom pattern prediction  using
Jamesons's airplane code

Aerodynamic noise reduction is of significant public
interest in all countrics. This poses a huge challenge
specifically for the development of new helicopters. The

present situation 1s again characterized by limitauons
due to approximate models and no coupling of the flow
field with the acoustic field. But there is hope that in the
near fuwre this deficiencies might be overcome by
means of CFD and supercomputing. Fig. 26 shows some
results obtained at DLR in Braunschweig for the predic-
tion of the noise levels created by rotorblades.

33Nt SN Torgthaps supact
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Fig. 26 CFD for the predicton of noise levels created
by rotorblades of helicopters

The engineering problem of the coupling between acro-
dynamics and structures (acroclastics) is currently cha-
racterized by small scale approximate intcraction pre-
dictions. But rcal time coupling of the acrodynamics and
structural dynamics will be addressed more and more.
Fig. 27 reports on the results obtained during recent de-
velopment of fighier aircraft.

8 Acrodynarmics struciure intergchion taeroelastics.

Fig. 27 Acroclasticity - a challenge for supercomputing
(Coupling of acrodynamics an structural dyna-
mics)

The last example in this chapter is of great importance
from an aircraft operational point of vicw. Flving in bad
wcather cnvironment ofien leads to aircraft icing condi-
tions. There arc several possibilities to get rid of the ice
but there is no way to avoid icing at all. The prediction
of time-dependant growth of rime and glace ice shapes
based on the determination of water droplet paths and



impingement limits is a very well known techrique
using computing tools. Fig. 28 gives some results ¢i::ai-
ned for droplet paths and ice shapes for the Domier Do
328 wing section.

@ Oastermination ot Dropiet Patns ® Determination of tma-depengent Growth
and (mpingesment Limits ot Rime and Gisce ice Shepes

Aime lca T s -10°C Glsce IceT 0°C

3

Glace Ice Shape
Oropiet Paths g by NLR-Method

Fig. 28 Water droplet paths and icing on Do 328 wing
section

n¢lusion.

It can be stated easily, that CFD and supercomputing is
a mandatory requircment in concurrent engincering. The
techniques used have reached, originally starting with
computational aecrodynamics, nearly all engineering
disciplines. Much progress has been achieved in the past
because cveryone works on the same airplanc at the
same time. External support groups are working as con-
sultants only. Fig. 29 defines the goal to be rcached in
performing concurrent engineering,

PProgress into the past - everyone works on the same airpiane at the same nime
Support groups are consultants only
Fig.29 Concurrent engineering requires mandatorily
CFD and supercomputing

The present status in aircraft design and optimization
methods is still characterized by limitations due 1o nu-
merical models and limited design/optimization capabi-
lities. But as shown in the paper, there is significant pro-
gress. The development of highly enhanced numerical
models and the development of procedures for improved
optimum design is under way. Fig. 30 gives a schematic

view on the needs of interdisciplinary (concurrent) engi-
neering process for an overall optimized product.

Fig. 30 Aircraft design and optimization methods

To conclude the following statements are made :

« CFD is by now a well-developed and accepied ech-
nology in Germany

« CFD is the basic design tool 10 reduce development
risks and to introduce new technologics

« Interdisciplinary computational capabilitics beyond
CFD arc in progress, combining CFD, Structural
analysis, CEM, IR-analysis and optimization techni-
ques

» Extensive progress has been achieved in mesh gene-
ration, by now permitting CFD for complex geome-
trics

» There is excellent cooperation between universities,
rescarch establishments and industry in joint pro-
grammes, ¢.g. hypersonics, vortex flows, laminar and
turbulent flow

e The use of supercomputers of all kind is required as
intensively as possible (affordable), there arc pro-
blems related to investment cost, short half life and
change in architccture

o Complex flows at complex geometries demand ge-
nius cngineers who understand the complete physics
Progress in CFD and supercomputing has been achie-
ved in Europe last not lcast due to several remarkable
intcrnational initiatives (GARTEUR, IEPG, Vorex
Flow Experiment etc.)
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SUMMARY

Technology readiness and available
infrastructure is assessed for timely
computational simulation of concurrent
engineering for propulsion systems.
Results for initial coupled multi-
disciplinary, fabrication-process, and
system simulators are presented
including uncertainties inherent in
various facets of engineering
processes. An approach is outlined
for computationally formalizing the
concurrent engineering process from
cradle-to-grave via discipline-
dedicated work stations linked with a
common database.

1. INTRODUCTION

Engineering systems are presently
developed by a loosely integrated
procedure where the assigned tasks of
each participating discipline are
cerformed independently based on a
cuilding block approach. A typical
example for a liquid propulsion system
.s shown 1in Figure 1. The present
system development process is usually
cased on a series of ad-hoc revisions
on an as-needed basis, with minimum
interactions among participating
disciplines. The system adequacy is
then assessed based on extensive
cesting at sub-component, component,
and system levels. This results in an
inadequate, ineffective, inflexible,
and costly system development process.
Clearly, a need exists for a new way,
soncurrent engineering of the system
levelopment process.

Concurrent engineering 1is usually
described as simultaneous processing
of all participating disciplines
wnvolved in the total system
development cycle, largely facilitated
~hrough tiger teams. The authors view
soncurrent engineering as the process
~hrough which all participating
disciplines (from cradle-to-grave)
.nteract concurrently through a common
Zatabase to develop a system in the

minimum time frame possible, at the
lowest cost obtainable, with desired
durability and quantifiable risk/
reliability. The infrastructure is
available for computationally
simulating concurrent engineering
including probabilistic simulators to
account for all the inherent
uncertainties. The objective of this
paper is to outline an approach for the
computational probabilistic simulation
of concurrent engineering for the
multi-disciplinary procedure through
which propulsion systems can be
conceived, designed, developed,
installed, operated, maintained, and
retired.

2. WHY COMPUTATIONAL _PROBABILISTIC
SIMULATION OF CONCURRENT ENGINEERING?

The main impetus to find the new/
better approach for developing systems
in today's highly competitive market
place is to minimize cost and
development time while maintaining
desired product durability/reliability.

Does the concurrent engineering
approach, focussed on formation of
tiger teams, fulfill the required

promise? The authors' contention is:
the process of concurrent engineering
needs to be computationally simulated,
encompassing probabilistic aspects,
i.e., including uncertainties at all
stages, to reach the true minimum cost/
minimum time benefits while maintaining
true system durability/reliability. By
this we mean, that all the relevant
information from all the participating
disciplines should be put in a common
database and be accessible to all the
participants concurrently from the day
one of the process inception. Among
many benefits such as first hand
consideration of all relevant cradle-
to-grave information at early stages of
the process and instantaneous
availability of the overview of all
requisite information by all the
participants, this will ensuie that
all revisions are instantly transmitted
to all participating disciplines and

Presented at an AGARD Meeting on 'Integrated Airframe Design Technology, April, 1993,
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not just those that the tiger teams
deemed appropriate as influencing the
system ocutcome. Each participant can
provide information on the variability
their discipline will allow in the
appropriate variables along with the
consequences of crossing these bounds.
Such a network will minimize the need
for personal interaction in form of
tiger teams and thus minimize
parochial conflicts, while maximizing
the flow of information. There will,
of course, be a need for certain
person-to-person meetings between the
management and/or the discipline
experts, but no need for frequent
({time consuming and expensive) tiger
team meetings.

3. INFRASTRUCTURE FOR_ PARTICIPATING
DISCIPLINES

Clearly, concurrent engineering for
the total system development /
operation/maintenance/retirementcycle

is a complex multi-disciplinary
process. The formal development for
computational simulation of the

concurrent engineering process must
(1) build on infrastructure already
available for discipline-specific and
integrated/coupled multi-discipline
simulators for sub-components,
components, and systems, (2)
concurrently account for all multi-
discipline uncertainties, (3) make use
of Aavailable computer hardware, and
(4) be open-ended for evolving
advanced technology both 1i1n software
and hardware arenas. Some of these
computational simulators can be used
o demcnstrate in a limited way and on
a specific case basis, that
computational simulation of concurrent
engineering is not only feasible but
timely. This demonstration 1is a
testament for the assessment of the
readiness of the methodology for
computationally simulating the
concurrent engineering process. The
following examples are selected to
illustrate this point.

3.1 Structural Tailoring of Engine
Blades - The aircraft, the engine, and
the blade along with current design
procedures and derived design results
are shown in Figure 2 (ref. 1). This
example shows that the computational
simulation permits the design of a
blade to meet system ({engine)
performance requirements (ROI -Return
on Investment) in considerably reduced
time. The design defines the blade in
all i:s details with hot and cold

configuirations. These configurations
can Lke transferred to numerically
contrc:led machines to fabricate
blades which match disk assembly

requirements. In addition, structural

performance-specific values, for
variables such as frequencies,
displacements, and cyclic strains, are
available which can be used for accept/
reject quality criteria and for
verification of blade designs.

3.2 Multi-discipline Tailoring of
Turboprops - The turboprop stage/
propeller and the blade internal
structure along with results of the
various participating disciplines are
shown in Figure 3 (ref. 2). The
tailored design specified the internal
construction and the external geometry
of the turboprops. All the details are
in computer files which can be
transferred to the shop to fabricate
the blade. The fabrication
requirements were formally represented
by suitable constraints for (1) the
type of composite and fiber volume
ratio, (2) ply thickness and number of
plies per node, (3) type of spar, (4)
spar shape (5) type of adhesive, (6)
cavity geometry, (7) angle of sweep,
(8) twist angle, (9) camber and (10)
airfoil geometry tolerances. Specific
values of response variables are
available which can be used to qualify,
verify, and certify the turboprop.
This specific example illustrates the
multi-discipline infrastructure, beyond
simple CAD/CAM that is needed to
develop computational simulation of the
concurrent engineering process.

3.3 Multi-Discipline Tailoring of Fan
Blades - A more sophisticated coupled
structural/Thermal/Acoustic/Electroma-
gnetic Simulator was used for tailoring
the composite configuration of a fan
blade subjected to multi-disciplinary
service loads. The results in Figure
4 (ref. 3) in-house unpublished notes)
show the configuration for each
discipline-specific load. The
fabrication tolerances are included as
constraints on the thicknesses for the
different layers and on the external
blade geometry.

3.4 Fabrication Process Tailoring -
The simulator shown in Figure 5 was
used for tailoring the composite
fabrication process (Figure 6) for
maximum in-plane loads (Figure 7) -
ref. 4. Though, as a result of the
fabrication process tailoraing, the
tensile load did not change, the
pressure consolidation time was reduced
by at least 30 percent. And, a
processing history emerged to increase
the compressive strength by about S50
percent.

3.5 System simulator - The simulation
methods for discipline-specific and/or
component-specific tasks are integrated
to simulate entire systems. These




simulators are next to the last steps
to develop computational simulators
for concurrent Engineering. One such
simulator is implied in Figure 8 (ref.
5). The next level of simulation
which is that for the vehicle is shown
in Figure 9.

4. SIMULATORS FOR CONCURRENT
ACCOUNTING oF MULTI-DISCIPLINE
UNCERTAINTIES

An important part of the engineering
process is an accurate assessment of
system's reliability and risk, most
effectively simulated via
probabilistic methods accounting for
the uncertainties at various stages of
the system development process. In
absence of methods to treat these
uncertaintiesg, traditional approaches
rely on a lump-sump safety factor,
resulting in wasteful and inefficient
overdesigns with increased costs. A
methodology is under development where
the uncertainties in load, structure,

and material <can be represented
probabilistically. The corresponding
uncertainties in the structural

response can be quantified which can
be subsequently used to assess
component /system reliability and risk.
The essence of the method is
schematically illustrated in Figure 9
(ref. 6).

4.1 Damage Probability and Total Cost
Simulator - Typical results, showing
the probability of damage initiation
risk and total «cost wvs. fatigue
cycles, for an SSME blade are shown in
Figure 10. This approach can also be
used to assess improvements in
material processing versus probability
of failure and cost as is shown in
Figure 11.

4.2 Benefits of Probabilistic
Simulators - Accounting for
uncertainties Dbenefits the system

development process by: (1) minimizing
the amount of testing required for
gqualification and certification, (2)
providing information on fabrication
parameters which have negligible
influence on system performance and
reliability leading to relaxing of
fabricaticn tolerances for these
parameters resuiting in cost savings,
(3) relaxing material acceptance
criteria in situations where certain

material characteristic are
insignificant to product reliability,
(4) avoiding the need for

unnecessarily high safety factor
penalty in the system design, (5)
providing a quantifiable means for
defining the chances of product
survivability in real-life service
environments, and (6) bypassing the
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presently emerging concept of fuzzy
theory application to product design -
since quantification of uncertainties
inherently defines the acceptable
product performance range which fuzzy
theory is supposed to determine by the
use of a subjectively determined
quality function. This function can be
readily represented by a suitable
segment of the cumulative probability
distribution function. The methodology
readiness to account for uncertainties,
reliability and risk is sufficiently
mature to be incorporated in
computational simulation methods for
concurrent engineering or component
assemblies and even vehicles.

Collectively, these specific examples

demonstrate that substantial
infrastructure is available and
evolving that is essential to
computationally simulate concurrent

engineering for aerospace propulsion
components accounting for uncertainties
in respective variables.

5. AN EMERGING PLAN

An emerging plan 1is described as
"integrate software packages for the
computational probabilistic simulation
of multi-disciplinary procedures
through which propulsion systems are

developed (conceived, designed,
fabricated, verified, certified),
installed, and operated. The plan is

shown in Figure 12  with multi-
discipline facets at the top,
concurrent engineering computational
probabilistic simulation at the center,
and simulated system evolution at the
bottom. This software system will
consist of (1) work stations with
discipline-specific modules, dedicated
expert systems and local databases, (2)
a central executive module with a
global database and with communication
links for concurrent interaction with
multi-discipline work stations, (3)
unsupervised learning neural nets, (4)
adaptive methods for condensing and
incorporating information as the system
evolves, (5) zooming methods, (6)
graphic displays, and (7) computer-
generated files for computer-controlled
fabrication machines. Also, the
appropriate computer hardware needs to
be available and configured for
specific implementations.

6. CONCLUDING REMARKS

This paper briefly describes what is
the state-of-the-art of the concurrent
engineering process in terms of its
necessity, interpretation, and
implementation for the system
development process. An infrastructure
of the methodology/technology readiness
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for the probabilistic concurrent
engineering process is discussed.
That infrastructure includes
demonstrative examples for
materials/fabrication/structural
response/tailoring of propulsion
structures via integrated/coupled
multi~discipline and system
simulators, while concurrently
accounting for multi-disciplinary
uncertainties. The results of these
examples clearly demonstrates that the
concurrent engineering process must be
and can be computationally simulated
and is timely. Finally, an emerging
plan for computationally simulating
the concurrent engineering process is
described.
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Figure 2 - Structural tailoring of engine blades
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FRAMEWORKS FOR INTEGRATED AIRFRAME DESIGN
by

A.L. Shaw
Head of CAE and Technical Computing
British Aerospace Defence — Military Aircraft Division
Warton Aerodrome
Preston
Lancashire PR4 1AX
United Kingdom

Introduction

British Aerospace 1is Britain's largest Manufacturing Group.
Products cover Defence Systems, Commercial Aircraft, Cars, Civil
Engineering, Property Development, Construction and Project Management.

BAe Defence is the largest defence company in Europe with a turnover
of f4.2 billion. Exports account for over 70% of sales. Military
Aircraft Division is an important part of BAe Defence with major projects
ongoing centred around HAWK, HARRIER, TORNADO and the European Fighter
Aircraft EFA.

Paperless Aircraft

The ’'Paperless Aircraft’ project was initiated within Military
Aircraft Division during the 1980's with the major aims of reducing
costs, improving quality and compressing the aircraft development
lifecycle.

In order to develop an appropriate technology base a thorough
understanding of the design process had to be assimilated. This was
achieved by developing a series of frameworks for integrated airframe
design inclusive of all disciplines involved in the product definition
lifecycle.

The project spreads across many areas and will wultimately run
through from Electronic Contract and Specification, Concept Design,
Baseline Standard Aircraft Definition to Automated Detail Design through
to a 3D digital product model, Aircraft manufacture and in service
support.

Theoretical Analysis, Testing, Flight Test and Certification are all
becoming dependent on Computer software and visualisation of results is
much improved particularly in terms of comparison of data. This is
enabling engineers to be much more confident in their designs.

The Management of data in a complex environment is also an issue
covering the transition from 2D drawing to 3D model, upstream technical
areas and downstream Production Engineering through to manufacturing.
Systems are being developed to cover these activities leading to the
establishment of a CITIS (Customer Integrated Technical Information
Service) covering both Technical and Business Data.

CITIS is part of the MoD/DoD requirement for implementation of CALS
(Computer Aided Acquisition and Logistics Support) which is a business
strategy to introduce Concurrent Engineering, establish international
standards and develop integrated logistics support systems based on a
digital definition of the product.

Presented at an AGARD Meeting on ‘Integrated Airframe Design Technology’ April, 1993,




The transition to a 'Paperless’ environment is a key initiative
being taken on by the worlds leading Aerospace Companies as a new way of
doing business in the 1990's.

For the future MAD intends to continue implementation of ’'Paperless’
concepts with emphasis on the introduction of Concurrent Engineering for
its major projects particularly EFA. It is putting into place the
necessary organisation changes and investment in technology to achieve
effective generation of the product models and management of data across
the multi-function teams.

Concurrent Engineering

Concurrent Engineering is being implemented as part of the Company’s
business plan to reshape the organisation and reduce the product
lifecycle. The tools developed for the electronic 'Paperless’
environment provide the enabling techriology to make this happen.

Concurrent Engineering is a business strategy to re-organise people
into integrated multi-function prcject teams utilizing Computer Aided
Engineering tools as the enabling technology. The objective is to reduce
timescales and improve quality by moving from a sequential series of
operations to a more product focused environment which will allow
simultaneous activities to be properly co-ordinated.

During the late 1980's two projects have provided a basis for MAD's
implementation of CE. These are the 'Hawk' competitiveness programme and
the 'Paperless Aircraft’ project. Both these activities concentrate on
the requirements for CE with emphasis on ‘Organisation’ and ’'Technology’.

The Hawk project aimed at a reduction in cycle time for
pre-production activities and a better design definition by involvement
of all functions operating as a team from the outset. This approach was
adopted on the T45 GosHawk wing project and demonstrated both reduced
‘makespan’ and significantly less change in manufacture.

Building onto this experience is the development work on the
‘Paperless Aircraft’ utilizing 3D solids to define product models which
enable clear visualisation to be achieved at an earlier stage in the
design.

These product models provide centralised databases for major
projects and are being used for the creation of digital mock-ups for EFA,
Harrier and Hawk.

The new techniques have been used to good effect on each of these
projects. On EFA the Wing and centre fuselage fuel volumes were created
as solid models and the resultant wing volume was within 2% of the figure
obtained by filling the actual wing with fuel.
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For the Harrier the pitch control system was modelled together with
surrounding structure. Then using Kinematics a fully working mechanism
was defined thus enabling a successful audit to be achieved prior to
commitment for manufacture.

In addition to the above in August 1991 a Concurrent Engineering
team was set up for the EFA single seat aircraft front fuselage to fit
the full avionic suite in the radar bay.

The major areas of re-design were modelled and completed in March
1992 and have resulted in a clearer definition of structural and systems
assembly requirements in a highly complex area of the airframe.

This has had a significant impact on the planning process providing
a much better insight into understanding the downstream activities
necessary to achieve build at an earlier stage in the design. To date
detail manufacture necessary for the fitting of the avionics boxes which
include machined items, flat and formed parts and pipes have all been
made without the need for any design changes.

The whole of the ‘radar bay' structure as defined by the 3D solid
model has been built with only a small number of engineering changes due
mainly to assembly mismatches.

MAD is now turning its attention to the training required for
Concurrent Engineering centred around the need to deve® .p broader <kill
based ’'Design Engineers’ rather than single discipiines. These engineers
will be supported by specialists who will have in depth functional based
skills together with enabling technology ‘tool set’ expertise.

Product Definition

Current activities are leading towards CALS compliance with the
adoption of STEP IS0-10303 when available.

For new design, product definition is developed on CATIA as a 3D
master model which also serves on some projects as an 'Electronic
Mock-Up’.

Electrical wiring definition is achieved via ‘in house’ developed
systems: -

BCAWD - BAe Computer Aided Wiring Diagram
BCAPE - BAe Computer Aided production Electrical.

These systems cover schematic wiring diagrams and wire data
respectively and are compatible with 'European’ standards.

Integration of engineering and technical data is to be achieved by
development of a new Data Management System CAEIMS - CAE Information
Management Service. This will eventually form the infrastructure
necessary to transform data from different systems into a CITIS
environment.




Definition of Product Structure is via a number of mainframe systems
which are part of the company 'Overall Business Architecrture’.

Essentially 'Bills of Material’ are produced on the Design Product
Definition System - DPDS. Configuration Control is achieved via CMS -
Change Management System. Beth systems are compatible with European
Standards in terms of the AECMA ABC guidelines.

There is a proposal to bring this standard into line with STEP and
this is being considered by the AECMA Technical Industrial Commission.

The Procurement and Management of Aircraft Ground Equipment is
controlled by another ’'in-house’ developed system PAMAGE. This is used
by Partner companies, MoD and Rolls-Royce. It is the intention to make
this system compliant with MIL-STD-1840A for automated data interchange.

For the future ‘Image Distribution’ is being considered as a
replacement for microfilms and a pilot project is in progress on the
HAWK. Documentation is also being reviewed on HARRIER to determine the
feasibility of converting Stress/Aero calculations to electronic storage.

There is considerable customer interest in this area and provided
this continues compliance with relevant CALS standards will be achieved.

Data Management

Tne main elements required to control data will be covered by the
development of a new systen. CAEIMS - CAE Information Management
Service.

This will provide a 'Kernel’ for marshalling data from the Company’s
data bases to the appropriate usage point ‘in-house’ and to external
customers/suppliers/sub-contractors via a CITIS gateway.

The principles being addressed are: -

Data configuration control

Electronic approval/Release Cycle

Visibility of data associativity and audit trails
Data availability within access control parameters
Data tlow control and automated interchange

0O 0 0 0O

For the exchange of data with external customers development is
aiming towards CITIS which will provide standard communication to/from
the customer and data conversion to CALS Standards/Communication
protocols.

Architecture and user access are being considered together with
issues yet to be resolved relevant to the commercial implications of
CITIS and development of the final specification.




Conclusion
The development of the integrated airframe design process has
progressed naturally by proving its worth relevant to business need

together with being able to respond rapidly to more and more demanding
project requirements.

As the Aerospace business evolves the need for highly efficient
design, analysis, optimisation and rapid prototyping techniques is
becoming even more critical to achieving the competitive edge necessary
to operate successfully in world markets.

MAD has faced this challenge and intends to maintain and improve its
position as one of the world leaders in the field of Military Aircraft
design.
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e Concurrent Engineering
® Product Definition

e Data Management & Exchange

Figure |
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DEFENCE

® BAe Defence is the largest defence company
in Europe

® Military Aircraft Division is an important part
of BAe Defence with major export contracts

@ Principal products are HAWK, HARRIER, TORNADO
and the new European Fighter Aircraft

A 4

EFA

Figure 2

PAPERLESS AIRCRAFT

@ Initiated in the 1980's

Business Objectives l

® Reduce costs
® Improve quality
® Compress the aircraft development lifecycle

A

improve Business Performance
Current and Future

Figure 3

PAPERLESS AIRCRAFT

Technology I

@ Establish a 'Digital Master Product Model'
® Develop integrated systems

® Provide effective data management

® Implement Concurrent Engineering

\ 4

Integrated Airframe Design

Figure 4




DESIGN PROCESS FRAMEWORK
DESIGN PROCESS FRAMEWORK
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CALS/CE — COMMUNICATION]
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CONCURRENT ENGINEERING

Business Drivers
@ Reduce product lifecycle
® Reshape the organisation

I Enabling Technology I

HAWK

Competitiveness Program Paperless Aircraft

‘ PILOT — PROJECTS I .

Figure 11




CONCURRENT ENGINEERING

PILOT — PROJECTS
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CONCURRENT ENGINEERING

Lessons Learned I

® Need to re-profile investment

® 'Up Front' design requires more time

® Co-locate the team or provide virtual co-location

® Lifecycles must be synchronised — eg. SYSTEMS/AIRFRAME
® Data management is essential

For the Future I

® MAD will introduce CE on a wider scale
® Organisation is being put into place

® Enabling technology investment plans are being revised
to meet the new business environment

Figure 13
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PRODUCT DEFINITION
arirane esian |

@ Aerodynamics — CFD/Navier Stokes — Wind tunnel resuits
@ Structures — PATRAN/NASTRAN — Structural test resuits
® Design — CATIA — 3D master model/electronic mock-up

— Anvil — Mechanical CAD/CAM

— BCAWD/BCAPE — Electrical CAD/CAM

— DPDS — Product Structure/Bill of Material
— CMS — Change Management

System Design l

@ Software — COREACD/HOOD/ADA —® IPSE Simulatiory

® Hardware — Specifications — Test rig results Analysis Models
Flight Test I

® Comparison of — Airframe/Systems
Results '

Overall Business Architecture I

Figure 14

PRODUCT DEFINITION

Ccurrem ]

® Product Structure (DPDS) > Europear
—>

® Change Management (CMS) a2 A
@ Electrical CAD/CAM .
® Mechanical CAD/CAM

{GES - MiL - D - 28000
I v
STEP — CALS STANDARD ISO 10303 / EN30303 I
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PRODUCT DEFINITION

o ]

Iimage Distribution I

1 , @ Drawing Set (currently microfilmed) Raster Graphics
® Documents (currently paper) MIL-R-28002

Ground cguipment I

® PAMAGE (Process & Management of AGE) —» SGML

MIL-M-28001
Configuration Control I
@ Customer/Contractor/Supplier integration STEP
\ 4 MIL-STD-1840A

Functional Design Build Standard
Customer Configuration Control System

Figure 16

DATA MANAGEMENT

® Development in progress of CAE IMS

CAE Information Management Service l

® Will provide a 'Kernel' for marshalling data to and from
company data bases

@ External Customers/Suppliers/Sub-Contractors will access
via a CITIS gateway

® CAE IMS will provide access control to engineering data

® Data conversion to CALS standards and communication
protocols will be carried out on a project requirement basis

Figure 17
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DATA MANAGEMENT

Important Issues I

@ Data configuration control

® Electronic approval/release cycle
® Visibility of data associativity and audit trails
@ Data availability within access control parameters

® Data flow control and automated interchanges

Figure 18
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CONCLUSION

@ Integrated Airframe Design developed to meet I

® Investment will continue for specific project requirements

-
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Summary

The paper presents in the first part some ideas for investigation
and improvements of development processes. Typical processes
are shown using the SADT-technique and a process flow dia-
gram. In the second part a redesigned process chain for the de-
sign and manufacturing of complex composite parts is explai-
ned. Two examples show the functionality of the new develop.
constructive design model for this process.

1. Introduction

Present and future high performance aircraft designs will be cha-
racterized by increasing complexity which involves for example
that the weight and the costs te.g. development and life cvcle
costs) are dominated by non-structural parts such as systems for
guidance, survey. flight control etc. with a huge amount of elec-
rical lines. Another imortant fact is. that the customers, that
means airforces and airlines, are not withng and able 10 pay any
price for a product. which is indeed technological top, but the
fly-away price and/or operating costs are too high. These points
must tead to some changes of goals and sirategies in aircraft de-
veloping companies. which have to be considered. Thus 1t is first
necessary to identify the features which are essential tor a suc-
cessful marketing and development of a product (Fig. 1):

Customers

Processes

Ressources/
Organizations

Fig. I: Essential features for succesful marketing and
development of products

Germany

contentnient of customers {external as well as iternaby

optimized interdisciplinany processes inetwork of different
process chainsy with reduced cvele times ind costs and ada-
guate quality

econome use of human and matenal ressources (statt,
machines hardware and sottware tools

flexible organization models and methodologies

The next step 15 to examine the existing situation and processes
and to define priorities and goals for improvements (e g reduction
of development time and/or costs by 20%). Very usetul in this
phase 1s benchmarking, that means realistic companson of the pro-
cesses with those of partners and compentors ("hest in class )

After that a “redesign” or more effecuve a “rethink” te.g. justan
time methodologies) of processes and methodologies must happen
followed by a realistic implementation plan of the new ideas.

The furher content of this paper 1s limited 1o process aspects and
will suggest first a methodolog, how 1o model interdisciplinary
aircraft development processes and the related product data

With a special example the redesign of an existing sequential de-
sign and manufacturing process chain for complex composite skin
structures into a highly paratletized and time reduced development
process is shown.

2. The aircraft development process

Since a few years, at Deutsche Acrospace (DASA) aircraft engi
neering department some projects were started to improve the de-
velopment processes. Although much of the product design has
been automated by CAD/CAM and other tools and product and
engineering data has become a great deal more accurate. the ave-
rall productivity of engineering has not much improved hecause
the processes have not much changed.

Presented at an AGARD Meeting on 'Integrated Airframe Design Technology, April, 1993,




During the last month, detailed investigation of existing pro-
cesses and data flows have took place in order to find poten-

tials for improvements like e Y Stuties
- unnecessary iterations Tecke

- double activities o Swuceers

- breaks in data structures =

- management of data and informations Symens

- no value-added processes _

- bureaucracy. e Manafoct Tochochoges

To identify the problems, different views on the product and

on the process are neccessary. For a complete product model

a hierarchic decomposition of the aircraft structure (Fig. 2)
must be done in order to know the interdependencies and .
transmissions of informations between the different parts and

objects.

Fig. 3b: Main activity diagram

' Auscraft I
— Starting with this IDEFO or ARM-model (Application Referen-
[Ty -] ce Model) a data model (IDEF1 or AIM = Application Infor-
1 \ . B maion Model) can be derived in the next step. With that a pro-
[ wwg ] [Cruscsge ] Cavomes ™ ] [Ctognes ] duct model of parts or assembled structures or - in the future -
of a complete aircraft can be developed. These models contain
in a standardized format (e.g. STEP = STandard for the Ex-
change of Product Data) all relevant data and informations for
the product development process and every participant of the
process - from the first idea until o the recycling of the aircraft-
can use those data with the tools which are necessay in the cor-

Fig. 2: Rough product structure of an aircraft responding life cycle phase.

Directly connected to a certain part/object is its design, manu- To include finally the process time in the investigations in orer
facturing and assembly process with the attached relevant to entify potentials for paralietizing of activities, process flow
data . diagrams (PERT-diagrams) and/or GANT diagrams can be

used. An example of the X31-Wing predesign process is shown
As a method for the functional modelling of complex proces- in Fig. 4.
ses the tool-supplied SADT/IDEF( -method (Structured Ana-
lysis and Design Technigue) was used. In Fig. 3 two levels
(Context and main activiety diagram) of typical aircraft busi-
ness processes are shown. (To get all necessary informations G $.an i
about the processes inputs, outpute, ressources and control pa- '

. : by e i
rameters, a structured questionnaire has to be developed.) L UL T VR N !
VE :
T Y ?hax ! H ‘
i e e d '
e il iER !
Budge/Time e GRS
“e‘l'f"lshuml Control 3 hie ' RE J i s
Standards - ! l il 1‘
ontsodling : 17:.{,‘. :
[ l Frovided Documents i ! Lo
W ;
Tnput Output ‘b ' f
. Activity e AncrafiySystemn \
T hnologres —————————— ] Aurcraft ——————+  Documentation
Mantificatyns o develop, =+ Aucaaft Ground Fquipment ’
manufadture,
Matenals ] support > Feasibibuy Studies Fig. 4: Process flow diagram (predesign)
System and Cinponents ———————+1 ——————=  Customer Sesvices
l I In the following chapters a redesigned piocess chain for the de-
Qualified Staff H e N . < : i
Mechanism/ Compmstemel Infstoc e sign anq nlal\ufaxl}lnng of clnmplex composite pan§ 18 ewfplm
Ressources W siovind ned. It is a realization of an integrated process that links simul-
Seltware taneously relevant design parameters and manufacturing

informations and generates at the design level a part program

that can directly be post-processed into NC-data for a tape ap-
Fig.3a: Context diagram plication machine. As a common product data mode! the the di-

minsional geometric data (e.g. CATIA) are used [1.2].




3. Process chain for compusite structures

In aircraft design, requirements concerning failure safety, vi-
bration behaviour, aerodynamic and aeroelastic structural
properties, stability (buckling), manufacturing etc. have to be
considered in the development process. At the same time a
minimal structural weight and low production costs should be
achieved.

The system layout, 1.e. the topology and ihe shape of the com-
ponents, as well as the choice of material.types and the mate-
rial layout (e.g. ply distnbution and fiber orientations of com-
posites) have to be determined considering the multiple and
extremely complex correlations mentioned above. Structural
optimnzation methods are very useful in order to solve such
design tarks much faster and much more efficient than it can
be done by convenuonal solution concepts [3.4] Additionally
they miake 1t possble to achieve technically and coconomically
‘optumal designs

Within an structural optimization process structural analysis
methods, mathemancal optimization algornthms a- well as an
optimization madel are combined in a control loop 1o solve a
design task [4.5]. The design task is formulated by the optimi-
zatton model, which contains 4 devign model desenibing the
destgn freedoms and an evaluation model describing the oh-
Jective Tunction(sy and the constraints

3.1 Control Loop ot the Optimization Process

In order o deal with optimization problems 10 the structural
design process, a procedure following the “Three Columns
Concept™ [4.5] seems most suitable. Following this concept.
the solution procedure 18 divided into the “three columns”

1y Structural modet,
IH Opumizanon midel and
UL Opuimizanon adgenthim

The structural dessgn problemy is mathematicesy descnibed as
follows

Genera? Nontinear Proldem (NI M

tae fixy tobrective fund tion)
sehie ttn pixy > 0 (e equality constonnisy
gy - 0 1y cquthity constramng

tloser d npper bowmds (1\

toe the design sanahles o

AR ‘u
This problem formalation s caried out by the optinnzation
moded which, among others, iy divided o @ destgn and an
evalnanon modet The desgn model defines the relanonship
netween the structural variahles ana the design vanables
Structueal vanables are physical paramerers, ¢ g cross seq
Bons, ¢t her onentanons ek the optmal yvatues of which have
to be determined. while the design vanables represent the ma
themancal guantnies which are processed by the optimization
gonthm By means of the evaluation model, 1t 1< defined
which state quantity of the structure Is to be nunmized and
which condiions or nlumate values are o be considered for
the other state quantn s, Thus, the optimization model 1 the
mathenncal desenption of the structural desig task. For
that reason. the opunnzaton model 18 of special 1 portance,
sinee a truly optimal soleaon can only be achieved by com
pletely and accurately defined design task which conaders all

demands on the structure. The structural mode! supplies a ma
thematical descnption of the physical behaviour ot the struture
using appropriate state vanables .e.g aerodynamic pressure,
stresses, stains, eigenvalues and eigenmodes, acroelastic etfi-
ciencies, flutter speeds. shear strains of prepreg tapes cte)
which depend on the structural vanables (shape. cross-secuons,
ply distnibution, prepreg-courses etc.) For complex systems the
structural model includes  different analvses models and
procedures (e.g. aerodynamic panel model finite clement mo
del, manufacturing model etc.).

An opumization algorithm 15 a mathematical provedure tor sol
ving the problem defined by equation (1} With structural opn
mization problems there usually is a nonlinear refationship bet
ween the behaviour  functions  tobjective  and  constraint
functionsy and the design vartables. Because of this nonlimean
ty, the problem ( 1y cannot be solved explicitly but onby v using
an iterative, numerical process. For that purpose. severi! op
mization algonthms wath ditferent solunion strategies have been
develeped dunng the List decades Fxpenence shows that the
etticiency and robustness of these algonthms often depend on
the given problem  Theretore, 10 s ady antageous o have more
than one wlgorethm avaable to be ahle to choose the one which
1S most suttable tor a given problem

Fig 5 shows the interaction of the e columnsy o e

mizaton loop

Fig. 5: Optimization toop

3.2 The constructive design modet

The basie adeus ot the covratr

the weometnical el

e eniser

T aeryg

stgnment of desen vanebies oo

7ostead of e anabyses varabios ot an anaivsas taedes At

TS TTorre the e

AAANNY

deternmisy the construcin g pann
riables ¥, the complete constiatin e laveat can be deterned
The anatyais vanbles tor theditterent aralyvsas models then 1o,
fow from the adeabizanon ot the constructine lovour Tg 6y

by

Apart from the mathematcal madet ot the consiucnne Livont
this prowedure reguires urigue, nuthematically detimed rales
and procedures tor determimng the analvsis vaniables tor the

various analysas models
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) CONSTRUCTIVE DESIGN MODEL
ﬁ:::_‘n vasiable Determination of
108 constructive built-up
s linear or other s(z) De - £ ()
transformation, eg A nern o8 © —
desigo . construction- | analysis variables analysis
variables i ] variables vanables
5) constructive

design model

hinile element

model(s)

aerodynamic manufactu- buckling
madel(s} ring mode! model

Fig. 6: a) Principa! functions of a constructive design
model
b) Determination of the analysis variables of
different analysis models

Construcive design models have the following advantages:
s direct and unique deseniption of constructive layvout

->opurizatton results can be utihzed directly,

-> no talsitication of the resudts by ganstormmg FE
properies inta a construcuive lavout,

->  manufacturing and constructive constraints can be torma
lated mathematiaclly and considered i the opunuzaton,

-> higher acceptance of structural opuimization in practice

*  dewign defimuon independent of the analy sis miodel

multrdisciphimary optnnzattion with ditferent analyvses
mode s can be carrted out,

analysis modeds can be changed i the opinnzation pro

vessoe g mesh distornon for shape optimzation or
mesh retimementan order o achieve sufficient anabysis
RINWEY] X TNRY

he disadvantage of constructive modeds iy the higher pro-
sramming cHort necessary tor a practical reabizanon. In shape
optimization. the use of construcive or geometrical design
madelds iy already usual The following sections depiet the
speatal constructive design model formalatons tor the num
ber ot plies and the ply distribution as well as tor the course
ol the prepreg tapes 0 the single phes of amimated  tiber
LOmposite structures

3.3 General built-up of fiber compasite aircraft structures

Arrcraft components made of tiber composite matenals are
mamiyv subdivided into two classes

I Sandwich structures oo tull sandwich

by sandwich shelis

2 Monohthic structures arsntteners
by unstittened shelis
¢ stittened shells

|

Stiffeners as well as shells consist of many lamunated singie
pties. The single plies are manufactured by means of prefabn-
cated prepreg-mats (fabrics) or tapes with discrete thicknesses
(e.g. t = 0,125 or 0,25 mm) The elasticity and strength proper-
ties of the laminate can thus essentially be designed by utlizing
the following design freedoms:

I. Topological ply distribution on the surtace tnumber and
stacking sequence of plies placed one upon the other, ar
rangement and dimension of the single plies)

2. Fiber ontentations 1n the single plies

The realizable fiber orientations in the single plies depend on
the applied prepreg type tfabrics or tapes) and on the manutad
turing process. As far as prepreg-tapes are concerned, all tibers
are ortentated uniderectional (LUD) so that the ditterent fiber
orientitions in the laminate can be chosen freely A deserthed
above. the possible arrangements are so manitold that they can
only be tully utilized with the mid ot structural optinizanion me
thods. This is the reason why in comventional design processes
without structural optimization. the ttber onentations are usual
ly restricted to tour directions winch are arranged a0 constant
steps of 457 WA5/90/135) Subsequently “only” the number of
plies and thew distribunion i determmined accordiny w the spe
cial requiremitns on the structure By means of this, 1t 18 posss
ble to meet all constraints A nimmal weight, however, s not
abtained. Only it the angle tiber orientations huve been deter
mined optinully L the construnis < be met win g mimnmal
structural wesghe at the same nme

3.4 Integrated tape-layving process

In order o abtain o homogencous covenng, the prepreg tapes
should be applicd on the structural surtace without any gaps or
oberlaps. In arrcraft construcuon. howeser, there are often
double curved application surtaces which are non deselopable
Becuuse ot the nondevelopability it would not be possible 1o
prevent overlaps or geps, st alb the tpes would be apphicd atony
socalled nataral paths " tnaurad path - Coarse of ooape which
resalis trom the wpe uving without any mtluence of exiernal
torcesy Thas means that the tapes have o be apphied atong cur
ved voursesin order to ensaure o homogencous coverny Uil
now the prepreg application on sach doubic cunved surtaces is
carted out manually or in the case ot g high number of picces
this process s partly automated by means of component speci-
fic tape-laying devices 1o the manual applicanion process oniy
the Taving direction of the tirst tape of the single Taver twhich s
usuabhy apphicd along o natural pathi s usually prescribed by
the daving direction at a reference pomnt The manutacturens
then o all following 1apes without gaps or overlaps by hand

Normally the tape courses are only known appronimateds w the
design provess Inorder too mahe the application process more
ctticient and reproducible. 3 tupe steenng technologs was deve
loped during the Last 3 years which aliows 2 numencally con
troled appheanon of prepreg tapes along cunved courses on
double curved surtaces by atape Taving machme thig 7y [ 1.6]
I one merely would bend the tapes when applyving them along
cunved courses. wnnkels would occur because of the ditferent
Taving ength of the tibers across the tape (Fig Ry In order o
prevent thissand o equahze the ditterent lasing lengths, the
bers are shitted i the tape laving provess thig Koo 9y The fiber
shifting only causes shear stratns i the prepreg matns whal<t




the fiber strains are negligible.

Fig. 7: Tape-laying machine

[ibers
- application direction
A .
P L
a) = —
mairiz
fiber length 1)
b)
N
L <y i
E |
¢)

Fig. 8: a) Tape application along natural path
b) Tape steering without fiber shifting => wrinkling
¢) Tape steering with fiber shifting => no wrinkling

Supoly reel

Shiltmg device > L

E y

Compachon coltler

Fig. 9: Fiber shifting device for tape steering

The fiber shifting is only possible up to a certain limit because
otherwise the resin matrix ould be teared up. After the applica-
tion, the shear stresses in the unhardened viscoplastc resin ma-
trix relax completely [ 1].

Furthermore the curvature of the courses 1s limited by machine
constraints. In addii.on to other technologivai uciwanids, espe-
cially these curvature and shifung constraints are the most 1im-
portant manufacturing constraints which have to be considered
in the design process.

Above all, the curved courses are utilized for a prepreg-
application on double curved surfaces without gaps or overlaps
Depending on the surface curvature and on the laying direction
there is stll space for a course curvature which exceeds the ran
ge necessary for the surface adaptation. This design freedom
can be utilized to tulfill the other constraints of the design task
(static, dynamic, aeroelastic properties e, ) with less plies and
by this, the structural weight can be minimized

4. Constructive Design Models for FR-Composites

For the constructive description of the ply and pregreyg distribu-
uon, a geometrical description of the application surlace and s
peripherie is first of all required. Generally any parametnc sur-
face function rtu.v) can be used for this purpose fuv = inde-
pendent parameters). In order to describe arbiary double
curved structural surfaces. sculptured surtaces consisting of se
veral surface patches(8) are most suitable. The patches are
usually described by biparametricpolynomials. Such sculptured
surfaces are commonly used in commercial geometry modelers
50 that it is possible 10 use the surface data (coefficients of the
potynemial functions) provided by such a geometry modeler
7

4.1 Constructive design model of the ply distribution

In order to constructively describe the ply distrubution, all sin-
gle plies which have the same fiber orientation are combined in
one ply group. Since not all plies of this group cover the total
surf «we one obtains a step-like “ply group mountain”. where the
droy:-oif angles can be modelled and restricted 1o certain values
to avoid delaminatien (Fig. 104, b, ¢). This ply group mountain
can approximately be described by an enveloping sculptured
surface (Fig. tOb). For the mathematical description of this
sulptured surface 1t seems recommendable for many reasons to
use a Bezier-surface which is defined rangewise. and which
consists of bicubic patches (Fig. 11

< 1-1s§ 5
AT AN /m(z,)b,...,,,.m] ;

120 m=0 }'lszz‘]
$=1,..,m S 1 A (2)
where ¢ envelope of the layer group,
.6, independent parameters,
fofm Bernstein-polynomial functions,
byiot,3yom Bezier-coefficients,
n;, %, number of patches in §,- and

(,- direction.
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Fig. 10: a) " Mountain” of plies with the same fiber
orientation
b) Envelopping surface of the " ply group
mountain"
¢) Real built-up to prevent delamination

' Fig. 11: Bicubic Besier-patch

Phe (3n s Di3ny+ 1) Bezier-coetficients can be expressed by
tny+l an*ll inaepcndcm control points di" In the opumiza-
non process, design variables x) are assigned to these control
points d.; so that the optimal layer distribution is determined
by the optimal control points:

dy, = 4l g e dl h
Fquation (2) only discnibes a thickness distribution t depen-
ding on the parameters §, and £,. Additionally a relation
between this thickness distribution and the structural surfeace
r s required. Its advisable o parametnize the indepen-

dent vanables of the structural surtace depending on E’I and

E,. Therefore, the vanables of the structural surface and are
described analogous to the thiscness disinbution:

s 3
I SEDY > ARIR AT 1:--..} slsE s
1=0 m=o ' I-Lsé sy
=L..,m el 4)

The surface parameter v is parametrized in the same way as u.
A functional value t(&.5,) of the thickness distribution is as-
signed 10 each point r (u(S).85).v(§; 85)) f the siructural sur-
face. The number and the dimensions of the patches for the
thickness distribution can thus be defined completely indepen
dent of the parametrization of the structural surface

4.2 Constructive design model of prepreg-courses
The following assumptions are made for the calculation of the
tape-courses:

e the boundary curve of the staring course is given by
discrete curve points (Fig. 12),

e the adjacent tape joins without gaps or overlaps,

e the tape steering by fiber shifting only causes shear-
deformations of the prepreg-matnix but no tiber striany,

o ull fiber run on “paratiel” curves.

e the change of the tape width due 1o the shear detormation
is negligible.

applicaton sur face

~.
>
peant on oppasiiz tape edge J
/
ar. ,
on /
” .
n ar .
f I af /
* - T
/< N
x N
duscrete poant on slarting cousse 4
£ ————— [ostirting e
e T I
e T /

Fig. 12: Simulation of the tape courses

In a first step, a continous starting-course 15 determined by con-
necting the discrete curve points by the means of sphine
interpolation. This curve describes the tape edge of the first ap-
plied tape.

With the application process the fibers 1n the tapes are only
shifted against each other in course direction, ¢ all fibers of
the viewed ply run on curves on the application surface. which
are "parallel” to the starting course.

So-called "geadesic curves” (geodesics) can be calculated bet-
ween both tape edges perpendicular to the courses of the fibers.
These curves connect the two boundary courves of the tape at
the shortest possible distance which 1s always perpendicular to
the fiber direction and which is ax long as the tape 15 wide.

The boundan curve of the tape considered first, simultancously




represents a boundary curve of the gap-free and non-
overlapping adjacent tape. By repeating the described process
for calculating,the opposite boundary curve, a sequence of ad-
jacent tape courses can be calculated iteratively. This process
is repeated until the tape courses within the peripherie of the
application surface are calculated completely (Fig. 13).

Fig. 13: Tape courses on a completely covered surface

The fiber course at a corresponding point in the tape can be
determined by:

r(€,m) = ;l.(rl)r,(f) . )

where

r position vector of the tape surface,

¢ independent parameter in course direction,

1 independent parameter perpendicular to the tape,
1, polynomial blending functioas,

r,  partial curves of the tape course.

As described above, the starting course {boundary curve of
the first tape) is defined by discrete points connected by a
spline-interoplation. In addition to the discrete points, tangent
vectors can also be used for defining the starting course. The
discrete points and the tangent vectors of the starting course
imphicitly determine the course of all following tapes. There-
fore, these points ind the tangent vectors are the constructive
parameters, the optimal values of which have to be calculated
by the optimization process. The design variables are assig-
ned to these parameters of the starting course for the optimi-
zation of the tape courses:

o
U oca, T v u v by e v,
(6)
ar

o or .
a = C, 1 ¢ f,= —cosa, ¢+ <= sina
’ " Db Ju ’ IV 4

where

u, ,v, surface variables of a point on the surface,

~

a, orientation angle of a tangent vector,
L3 tangent vector on the starting course,
z, design variable (z, ¢ R).

. -] o
The constants a; . bjk . c»l,u;. viand a; serve for the nor-
mathization and {ransomlal‘ion of {he design variables to nu-
merically suitable values.

S. Examples

To validate the functionality of the new constructive design
model implemented in the Lagrange Program [9] two examples
are shown in the following. As manufacturing constrainis are
included the drop-off angles, the curvature and the shear strains
of the prepreg tapes. [10].

5.1 Cantilever plate

In Figs. 14a, b the results of a flat canulerer plate with a shear
load on the right end are shown. A Tsai-Wu failure criteria for
the composite structure and a displacement constraint at the lo-
wer right comer of the plate were applied beside the above
mentioned manufacturing constraints. The problem was solved
with 66 design vaniables (control points for ply distribution and
tape courses).

Fig. I4a shows the thickness distribution for optimized straight
tape courses in the two ply directions which results in an opti-
mal weight of 2.8548 kg. Allowing tape steering with the re
striction of the steering radit the optimal weight reduces about
6.6% to 2.667kg (Fig. 14b). (The quadratic markings show the
starting-course of the two ply gioups).

Fig. 14a: Thickness distribution for straight tape courses
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Fig. 14b: 1 mickness distribution tor curved tape courses
§.2 Composite Fin

In Fig. IS first results with the constructive design models for
the well known MBB-Fin are shown. Beside 306 manufactu-
-ing constraints there are stress limitations for the isotropic
structure. maximum strain failure criteria of the composite
structure, arising from five static load ¢a~2s Two aditional
static aeroelastic efficiencys constraints for the fin and the
rudder and a flutter speed constraint are also considered
which results in a total number of 2168 constraints.

Using only the 243 control points for the ply distribution mo-
del the optimal for the ply distribution model the optimal
weight is 154kg with the following ply angles:

Plynumber ‘ Fin ' Rudder
] (BN 115Y
2 65" 709
3 20" 259
El 1557

Allowing a rotation of the fiber orientation but without tape
steering the optimal weight reduces to 130 kg (= 9% reduc-
tion) with the following angles.

Plynumber | Fin ’ Rudder
1 3,76° 108°
2 85.05° 100.32°
3 38,42° 174.84°
4 24,28°

(Results with tape steering are not yet available). The optimal
weight results are higher than the published results 9] wath the
conventional design model formulation because of the conside-
ration to the maximum drop-off angles which does not allow
vnrealistic discontinous thickness an finite element boundaries.

6. Conclusions

The traditional process of product design and manufacturing 15
characterized by a number of sequential subprocesses. which
require a lot of iteration Joops in the design phase itself as well
as between design and manufacturing. The usage of CAx tools
has not much improved the productivity of engincering because
the managing of the tools and the produced data has become
extremely complex. In order to come 10 a better explottation ot
information technology the processes has to be investigated and
it necessary redesigned.

As an example for a redesign, @ highly integrated process for
composite structures including design optimization is shown
which returns engineering tasks from special departments back
to designer. The necessity of taking care of the manutfacturabili-
ty in the design phase will reduce the number of iterations and
interfaces.

The success of such process integrations and parallelizations
could only be achieved hy a strong teamwork between the dif-
ferent disciplines. which must lead to organisational and cultu-
ral changes in the companiex.
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Summary

The Integrated Structural Mechanics System (ISSY) is a
modular structured tool used to perform a variety of differ-
ent structural calculations on aircraft structures. ISSY in-
tegrates all model generation, analysis and evaluation pro-
grams used in structural mechanics under one user
interface, and operates a common data base for all these
programs.

ISSY can be used to generate and analyze calculation
models of structural assemblies (fuselage, wings, stabiliz-
ers, etc). This is performed by an interactive preprocessor
implumented in ISSY. These calculations provide data for
both the finite clement analysis and for strength analysis®),
thercby avoiding redundancy of data.

Modecl generation is supported by the use of parameterized
standard models (and/or standard sub-models). In addi-
tion, model gencration is made easier by comprehensive
ISSY tlibrarics which provide material data on aluminum,
composites, in addition to geometric data on profile sec
tions and rivet allowables. The geometry input datacanbe
dircctly copied from the component loft data files.

The model input data and calculation results are stored in
relational data tables which can be analyzed by the post-
processor implemented in ISSY.

In addition other modules convert conventionally gener-
ated calculation models into ISSY format and generate
load case data. To aid partners work on international joint
projects, ISSY is compatible with both standard NAS-
TRAN and ISSY processed input and output data.

A documentation of model and result data can be obtained
in cvery phase up the justification report.

*)The strength analysis system ASSACOS (Automatic Sys-
tem of Strength Analysis of Complex Structures) is oper-
ated in ISSY.

1. Introduction

The Structural Mechanics department of Deutsche Acro-
space Airbus (DA) has responsibility for a wide range of
tasks.

One major task is the determination of force distribution
in global structures. In most cases this is done by means
of finite element models (FE models). With these models
being in the scale of 1:1, i.e. with each individual skin
panel being idealised with its surrounding stringers a
frames, often more than 100 000 degrees of freedom are
involved. When, duc to insufficient CPU capacity,
rougher idealisations were performed, subsequent alloca-
tionof FE results to real components used to be rather dif-
ficult.

Another major task of the Structural Mechanics depart-
ment is the strength analysis of individual structural com-
pouents. In the last twenty—-five to thirty years, a variety
of more or less differing strength analysis (SA) programs
have been developed. Some fifteen years ago, we started
to order, categorize and summarize these programs. Al the
same time, the number of input data required for analyses
increased considerably. This led to specific data models
for each individual SA program. Besides, the uncoordi-
nated develupment of SA programs led to a variety of in-
terface programs for FE results application.

Interface programs have been developed for the transfer of
FE results by means of an allocation table for components
and finite element numbers into SA programs for the de-
termination of reserve factors.

These SA and interface programs - known under the name
"ASSACOS” { 1] - have been documented in theoretical
and user manuals, and ASSACOS is operated and well
known far beyond Deutsche Acrospace Airbus.

As the number of complex analyses and data required in-
creased steadily and led to inconsistencies and 1o time
problems, it was decided to start the devclopment of the
integration concept ISSY some eight years ago.

The comparison of the above mentioned tasks and tools
showed that — in spite of differing calculation methods -
the data required for FE and SA models were overlapping
to a high degree. If a component (e.g. skin thickness) had
to be modified, this modification had to be incorporated
into several models. However, for SA models it is recom-
mended to use design designations such as stringer. frame,
skin panel, seat rail, whereas FE models are determined by
means of node geometry and clement allocation.

In addition, numerous data are determined by characteris-
tic values (such as standard profiles, rivet data, materiai
characteristics); they are required for all programs and
should therefore listed in catalogues.

2. Structures and Functions of ISSY
Based on this situation, the ISSY concept has been devel-
oped with the following principal targets:

Onc major ISSY target is the integration of all essential
data and programs required for the calculation of aircraft
structures. This intcgration is achieved by a correspond-
ing structuring of all data provided by the Structure Data
Base (SDB). All SA programs have access to this SDB, or
are linked to it by interfaces, ref. figure 1.

At the same, a common surface is provided for all pro-
grams required to ensure an integrated application.
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Modemn procedures of generation, maintenance and eval-
uation of data have been integrated in the ISSY concept.
Program operation represents state—of-the~ant develop-
ments involving graphic and interactive functions as well
as panels and windows for the user.

For ISSY operation the concept has been extended by a
number of features, such as integration of external models
of Airbus Industrie partners, processing of complex load
distributions in FE structures (compressive loads), and
pracessing of real load cases.

The following data have been taken into account for de-
signing the SDB:

FE daia selection for ISSY has been done in compliance
with the system of elements that is generally used in aero-
nautics, i.e. not all feawures of FE programs like NAS-
TRAN [2] have been incorporated. Thus, volume ele-
ments have not yet been included in preprocessing.

At Deutsche Aerospace Airbus, loading data for the com-
prehensive FE model are in general entered by means of
unit load data. These data are adapted by factorisation
(principle of superposition) to ensure evaluation of FE re-
sults and analysis by SA programs. There is also the possi-
bility to process real load cases by ISSY.

Design and demonstration data represent input and output
for SA programs. The output is in general effected by
means of report lists. Although this output format is well
suited for documentation, it is less suited for the actual
analyses. Therefore, for ISSY purposes, a uniform and
flexible data structure has been selected which is accessi-
ble by all SA programs. ISSY uses component designa-
tions to locate model and result data. They are of essential
significance for pre— and postprocessing.

Graphic and interactive systems offer a large variety of
possibilities to display and document models and results
by allocation of colors and groups. This information can
also be stored in the SDB, processed by other program
modules, or called in subsequent sessions.

After having evaluated the advantages and disadvantages
offered by commercially available FE preprocessors, it
was decided to develop a separate ISSY preprocessor
(PMOD) for generating an ISSY model that fulfills all re-
quirements of FE methods (¢.g. NASTRAN) as well as for
strength analysis programs. PROPER, an in-house devel-
oped program for profile geometry generation and lami-
nate description, has been integrated into PMOD.

For posiprocessing purposes, which comprises the evalua-
tion of FE analyses as well as the display of SA results, it
was cqually decided to develop a separate ISSY postpro-
cessor module (GMOD). The decision was based on the
fact that commercially available postprocessors
(I-DEAS) do not allow processing of model data on the
basis of design designations.

To combine unit load cases to real load cases, programs
were development for the determination of unit load cases
for cabin pressures, air loads and inertia loads, as well as
for the determination of factors for real load cases. These
functions are summarized in the program module LMOD.
LMOD is used also for processing acrodynamic and load
distribution data which have been determined heforchand
by the flight mechanics depariment. The results of the load

factor determination are stored in the SDB 1o which all
modules have access.

The correlation module KMOD 1s primanly used to
change FE and SA model data into ISSY model dats. In
addition, this module can be used for a companison of
models and properties and for thewr graphic display.
KMOD is also designed for processing last data for ISSY
models.

As already stated at the beginning, the finite elements
method is of essential importance for the determination of
stress distribution. In addition 1o NASTRAN imegration,
data interfaces have been developed for programs such as
SAFE, the (FEMERG) daia of which have been used for
decades for data maintenance, and COSA, the program
operated by Dornier.

Deutsche Aerospace Airbus uses primarily INTERLEAF
for publishing documents. ISSY offers the possibility of
generating graphic data in INTERLEAF formats.

In addition, various 1SSY modules can be used for direct
output of reports and graphics on list printers, POST-
SCRIPT printers, or various types of CALCOMP plotiers.

ISSY has been developed for both IBM and VAX comput

ers. A distinction is made between computer-specific
functions and actual program functions [3]. This allows an
easy program transfer to other systems. Currently, we are
working on a UNIX implementation on HP -systems.

ISSY has a modular system structure. The user sclects the
module he wants to work with and enters the required data
sources into the ISSY pancl or window, ref. figure 2. Each
ISSY module offers detault data sets. This cnsures that
specific data are automatically adopted with a module
change.

System operation can be done in the interactive or batch
mode. Specific computer knowledge is not required. After
cach session a log output is issued either on the screen, in
a file, or on a printer.

Ininteractive modules (like PMOD) the user operates with
menus, windows or panels. Graphics can be displayed and
processed in several independent windows. Graphics for
documentation purposcs can be stored in a metafile, or, at
user’s option, edited and put out in various formats after
module operation.

For data maintenance various options have been investi-
gated and tested:

IMS, FOCUS, ORACLE. We finally decided in favor of
our in-house development, a purely relational data main-
tenance system. FOCUS query functions [4] can also be
used, just like the ISSY-SDB can be adopted into rela-
tional DB systems like ORACLE.

3. Future Development of ISSY

Currently, the ASSACOS program modules SCHADI —
Strength Analysis of Stiffened Shells - and SPADI -
Strength Analysis of Frames — can be used by ISSY.

For the purposc of analyzing composiles, the module
COMFEST is linked 1o ISSY. However, the functions of
this program are currently being extended to integrate the
analysis of stiffened shells.

The documentation modules SCHADOUT and DIAGRA
uscd for preparing strength analysis reports and diagrams
have been integrated and arc operated in the interactive



mode. Links for another five ASSACOS programs are

currently being prepared:

STRIKU - Strength Analysis of Stringer Couplings

SPANKU - Strength Analysis of Frame Couplings

LAQUENA - Sirength Analysis of Riveted Longitudi-
nal and Circumferential Joinis

SPADI2 - Extended Strength Analysis of Frames in
Complex Structures and Major Assem—
blies (Load Introduction Frames)

TRAE — Strength Analysis c{ Circumferential and
Longitudinal Beams in Passenger Cabin
and Cargo Compartment Floors

Further ISSY development shall include additional links
for other ASSACOS modules as well as for fatigue
strength programs (crack propagation, damage tolerance)
and SA programs from our partner companies.

Data exchanges with other systems like 3D-CAD or
DEC-decision are also envisaged.

ISSY can also be used for preliminary design and opti-
mization tasks, such as PMOD, which offers parameter-
ized models and casy access to all dimensioning data in the
ISSY-SDB.
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1.0 ABSTRACT

The process of designing aircraft structure requires many
functional disciplines and associated interdisciplinary cou-
pling. To achieve optimal performance, the vanious disci-
plines must work closely together and effectively exchange
large amounts of pertinent data. In the past, this was accom-
plished either with independent analysis tools that were not
tightly coupled or with a single analysis tool that lacked the
required fidelity to truly support the needs of more than one
discipline. In addition, the analyses were performed in series
rather than concurrently. A major impediment to process
improvement was the lack of a common geometry database
that could be utilized by all disciplines required to support
structural design. The rapid growth of computational capabil-
ity and the gradual acceptance by engineers and management
to the use of automated processes and common databases has
allowed McDonnell Douglas Aerospace (MDA) to implement
a concurrent engineering approach to structural design.

Our present aircraft design process combines a common
geometry approach and existing analysis tools with the power
of engineering workstations to manipulate an integrated
design database to arrive at an optimum design solution. Our
modular approach divides the design process into smaller,
more manageable tasks that can be performed concurrently. It
achieves “buy-in” from each engineering and manufacturing
discipline by incorporating existing specialized design tools
that have been developed by those groups and introduced into
the process without taking away ownership. We use common
geometry principles, neutral file structures, widely accepted
third party and company proprietary applications coupled
with consistent naming conventions and file management to
achieve our integrated design methodology solution. The
present system optimizes the vehicle structure for minimum
weight against a given set of design requirements. It is cur-
rently used to evaluate advanced vehicles such as NASP and
is also being applied to more conventional aircraft.

In the future, capabilities will be added to this analysis system
that allow it to be applied to detail design problems as well as
increasing the fidelity of advanced design solutions. The
major increase in capability will result from adding direct
access to the computer aided design geometry and also in the
incorporation of standard analysis checks into the system.

We will design the architecture of the system such that new
engineering and manufacturing applications can be easily
added.

This paper will discuss the evolution of the MDA integrated
design methodology from the 80’s to the present as well as
our vision of the future.

2.0 OVERVIEW

In the 70’s and early 80’s, advanced design activities used
primarily historical data to predict weight for new configura-
tions. This approach was adequate for aircraft evolving from
designs of similar vchicle geometry and material systems.
However, this approach proved to be inadequate for high
techology, high speed vehicles, such as NASP, as well as
more conventional vehicles using larger components of com-
posite materials and having radically different shapes. This
deficiency was most obvious for the design of hypersonic
vehicles, which requires a high level of multi-discipline
integration to satisfy design requirements. These vehicles
must operate in extreme thermal and dynamic environments,
yet have a low mass fraction to satisfy mission requirements.
Because of the extreme environments and the non-traditional
vehicle shapes associated with hypersonics, a new highly
integrated structural design process was required. Our pro-
cess was developed to rapidly analyze structural concepts for
hypersonic vehicles and provide accurate weight predictions
much earlier in the design cycle process.

When this effort began in 1985, rapidly decreasing computer
costs, Computer Aided Design (CAD) and Finite Element
Modeling (FEM) were widely identified as mechanisms
which would integrate the engineering world. Tnese claims
were accurate, but a change in the way we do business was
required to achieve the desired integration. In particular most
processes were still conducted in series and very little concur-
rency existed in attacking the problem of structural integra-
tion. Most CAD tubes were nothing more than electronic
drawing boards with designers producing 2-dimensional
drawings. In many cases, these drawings were then entered
into multiple FEM systems (often by hand) so that the
strength, dynamics, and loads engineers could analyze their
models. Loads were calculated using 2-dimensional aerody-
namic methods which were only planform dependent. Struc-
tural sizing of the vehicle was highly dependent on hand
analysis and “seat-of-the-pants™ experience to determine
structural and material system decisions. Dynamic analysis
was typically performed afier the design was compiete, rather
than during the design process. The thermal engineers did
not use a FEM system at this time, instead using local “plug
models” which were time-consuming to produce. Five to ten
models might represent the thermal environment of the entire
vehicle. Due to this lack of analysis depth and the tinie
required to perform more detailed analyses, a large amount of
conservatism was designed into the vehicles.
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From 1985 to the present, McDonnell Douglas has been
evolving an integrated structural analysis system in an effort
to reduce the unnecessary conservative assumptions included
in our vehicle analysis processes. The first step in this devel-
opment was to make a revolutionary change in our approach
to developing structural concepts. Prior to this change, analy-
ses were typically done in series. Transferring data from one
discipline to another was difficult and time-consuming
because of different geometric meshes and in some cases
different geometric configurations. The key feature 1o our
approach was to use common geometry for each discipline
and to develop translators to map data from one analysis tool
to another. This common geometry approach was driven by
the high degree of integration required to design hypersonic
vehicles and thus the absolute requirement to work in parallel
or concurrently. Figure 1 provides a pictorial overview of
the system’s features.
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Figure 1. Integrated Structural Analysis Increases
Productivity

Since 1985, CAD engineers have been trained to use surface
and solid models. Translators have been developed to inter-
face the CAD geometry models with the FEM systems.
Guidelines have been established for subdividing and analyz-
ing entire vehicles. These rules have enabled us to develop
automated data transfer and data mapping methods which
integrate the disciplines. Three-dimensional aerodynamic
methods and computational fluid dynamic methods have been
integrated with loads using accurate data mapping techniques.
Full three-dimensional transient thermal analysis is now per-
formed to predict not only surface temperatures, but also
through-the-thickness temperature gradients. These calcula-
tions are made at thousands of points on the vehicle over the
entire trajectory and temperatures are mapped directly to the
strength analysis model. When structural sizing is complete,
the thermal models are automatically updated with the new

parameters and temperatures can be recalculated. The struc-
tural sizing codes essentially antomate standard strength
checks, allowing strength engineers to look at thousands of
potential structural concepts and matenal systems to find the
lightest weight design. Although not shown in Figure 1,
another imponant feature of the system is the integranon of
dynamic analysis wto the system. Automated methods are
used to reduce the number of elements and nodes (degrees-
of-freedom) in the srength FEM model, creaung a new model
which can be used efficiently 1..: dynamic analysis. The prop-
erties for the dynamics model are automancally entered based
on results from our structural optimization program.

3.0 COMMON GEOMETRY

The key feature of our analysis system is that it 1s based on a
common geometry approach. The process begins with the
development of a vehicle or structural configuration, as
shown in Figure 2. Once the basic configuration has been
defined by the designer using the Unigraphics CAD/CAM
system, it is translated into PATRAN 1n one of three ways --
using an MDC-developed translator program, using IGES, or
meshing directly using PATRAN 3.0. An individual 1s
responsible for evaluating the surface translation and re-de-
fining them if necessary. The breaks in the surfaces created
by the designer are determined by recommendations from all
the analysts who will subsequently be using them. The goal
is to create one surface geometry model that will be used by
all of the engineering disciplines.

Vertical Tail
Leading Edges

Aft Fuselage

Forward
Fuselage

Center Fuselage/
Cryo Tank

Nose Cap

aP34.-0471-2-V
Figure 2. Typical NASP Blended Wing Body
Concept

When the geometry is complete, each analyst creates a mesh
suitable for his discipline, working in paralle] with analysts
from the other disciplines. Examples of typical discipline-
specific meshes are shown in Figure 3. The mesh for the
aerothermal, thermal and aerodynamic loads models is
created at MDA using PATRAN. The detailed inner structure
of the NASTRAN model is created either with PATRAN or
with CGSA, an MDA-developed code, depending on the
preference of the strength engineer. Ultimately, all analysis
models are returned to the PATRAN system.
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Figure 3. Different Analysis Models Generated From
Same Geometry

Once the analysis models are created, each of the models is
subdivided into named components, which provide a mecha-
nism for transferring data from one engineering discipline to
another using automated routines. Typical names for mapping
aerodynamics pressures to the structural model are upper
wing, inner tail, engine cowl, and so forth. More names are
required for the thermal results mapping than the acrody-
namic results, since the thermal response is impacted by the
structural characteristics of each panel. Each named compo-
nent in this case represents a manufacturable panel. This is
discussed in more detail in the following sections.

4.0 DATA TRANSFER

The automated transfer of data between disciplines is referred
to as “mapping” and is performed for each discipline’s analy-
sis model. The relaxation data mapping method uses an itera-
tive convergence technique. Converged mapping results
compare quite well (less than 2% error) with the original
results, even though there may be significant differences in
the meshes used by the different disciplines. The accuracy of
the mapping process improves when more analysis results are
available. For example, CFD results map more accurately
than older 2-dimensional or panel method results.

An example of the mapping process is shown in Figure 4,
where acropressures have been mapped from an acrodynamic
model to a structural model. The mapping software first
determines where each aeropressure result lies on the struc-
tural model. If the result falls within a structural element, the
pressure of that structural element is fixed. An iterative pro-
cedure then is used to determine the results of all remaining
undefined structural elements by relaxing the results of the
fixed elements and letting them drive the undefined elements
to their appropriate value. Not only does this method provide
accurate mapping, but it also runs quite fast.

5.0 INTEGRATED DISCIPLINES

The goals of our analysis system are increased accuracy and
reduced cycle time. To achieve this, existing computer pro-
grams and engineering processes were redefined such that
mission, geometry, and analysis results data were shared
rather than created multiple times. Also, manual proc

as they become available. The result of this effort 1s that the
disciplines are working in paralle] rather than senes, and that
they are working at the same level of detail. An overview of
this process is shown in Figure 5. The followng sections
discuss the methods used for thermal, aerodynamuc loads,
internal loads, structural sizing, and weights caiculations.
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Figure 4. Data Mapping Process
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Figure 5. Integrated Analysis Approach

5.1 Thermal

One of the most critical problems facing NASP was the accu-
rate prediction of temperatures generaied by severe heating
environments. This is crucial to the accuracy of structural
sizing on high speed vehicles or in structural regions located
within the exhaust plume of more conventional aircraft. Most
structural concepts are not uniform and have concentration of
es which cause temperature differences throughout the

were automated, and higher-order methods have been added

structure. Two types of temperature gradients are important
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to the structure -- changes across the surface of the moldline
and changes through-the-thickness of the structural concept.
These temperature gradients can generate large thermal
stresses and must be addressed for the entire vehicle. The
temperature gradie..'s are callculated over the entire ascent
and descent trajectory. These critical temperature conditions
are then mapped 1o the structural model. A plot of maxamum
temperature gradients experienced by the vehicle over the
entire trajectory is shown in Figure 6.
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Figure 6. Maximum Temperature Gradients Ascent
Trajectory

5.2 Aerodynamic Loads

External aeropressures are calculated using a variety of meth-
ods for subsonic, transonic, and hypersonic flight regimes.
Surface pressures are calculated using engine and trajectory
characteristics for a trimmed and balanced aircraft. Areas of
the airframe with complex flow charactenstics, such as the
nozzle, are handled by Computational Fluid Dynamic (CFD)
analysis. CFD also is used for the entire vehicle in the tran-
sonic flow regime. Calculated pressures for the design condi-
tions are mapped onto the structural mode! and are used for
internal load calculations using the data mapping technique
described in section 5.0 and as shown in Figure 7. A key
antribute of our system is that flight loads developed by a
vanety of analytical codes or from wind tunnel results can be
applied to the structural model via the mapping process.

Loads Madel

Structural Model
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Figure 7. Airloads Mapped to NASTRAN Geometry

5.3 Internal Loads

Once the acropressures and temperature distnbutions have
been predicted they are mapped to the structural model 1n
preparation for a NASTRAN run. In additon to temperatures
and pressures, correct mass distribunons are included n the
model. NASTRAN runs are made using consistent condi-
tions, and provide the intemai load wstributions for the
vehicle. An example of running loads on an MD12 class
vehicle 1s shown in Figure 8. The internal loads of the ele-
ments that define each panel (named component) are then
averaged to provide the intemal loads for the panel. These
loads. along with the temperatures and pressures for cach
panel. are input to the structural optimization codes which
perform detailed panel sizing.
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Figure 8. Maximum Temperature Gradients Ascent
Trajectory

5.4 Structural Optimization

Structural sizing is accomplished with using MDA developed
structural optimization programs that perform a series of
strength and stability analysis checks. Several structural con-
cepts can be selected by the user as illustrated in Figure 9.
The structural concepts are: sandwich structure (honeycomb,
super-plastically formed/diffusion bonded, and truss core),
stiffened structure (hat or corrugations, blades), and unstif-
fened structure ( a variation of blade stiffened). The optimiza-
tion program requires that the engineer input the loading
environments from the analysis database, along with the over-
all dimensions, the materials to be investigated, and the sizing
limits.

Matenial properties for the analysis are obtained from an on-
line material database. This database contains the informa-
tion needed for engineering analysis such as mechanical and
physical properties. The optimization programs access the
database as needed to determine the properties of each piece
of the section at specific design temperatures. A common
repository for material properties provides data integrity
between disciplines and for comparison with hand analysts.
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Figure 9. Optimization Programs Are Used to Size Acreage Panels

Sizing limits define the bounds for sizing a particular section
and include limits such as section height, thicknesses, and
stiffener spacing. Cross section parameters are shown in
Figure 10. If a composite material is selected for sizing, the
program uses composite analysis checks and correlates true
laminate thicknesses to properties.

Minimum weight design is found by examining all of the
sections within the limits defined by the user. Results of a
typical sizing output for a hat stiffened section are shown in
Figure 11. The section has actual dimensions and thicknesses
identified. This type of local section geometry is necessary to
accurately predict local failure modes and through-the-thick-
ness thermal gradients. In addition to detailed section geome-
try. margin of safety and stress analysis summaries are
available for each design condition in the trajectory.

Guidance from manufacturing, producibility, and supportabil-
ity are incorporated into the sizing limits. By including these
inputs carly in the design phase, sized sections are less likely
to change significantly as the configuration matures. Once
sizing is complete, convergence for each panel is checked. If
the convergence criteria is not satisfied, the sizing results are
automatically input into the thermal and structural analysis
models and another sizing iteration is performed. Conver-
gence typically is reached in 3 to 4 iterations.

The optimization procedure results in a lighter weight design,
since each panel is designed to its loads and temperatures,
rather than all panels being designed to the highest load on
the vehicle. The detailed panel weight breakdown shown in

Figure 12 is provided to the weights engineer. resulting in
more accurate weights estimates for the vehicle.

5.5 Weights

Once the structure has been sized, the finite element model
and the appropniate analysis results are transferred to the
weights engineer and the vehicle is calculated using another
MDA code, FEMWTS. Design details in the FEM such as
gevmetry, material properties, and loading are used in con-
junction with a database of structure not modeled in the FEM
such as fast.ners and fillets to rapidly estimate the weight of
individual aircraft parts. These results are used to define
target weights and can be mapped back into the structural
FEM for inertial loads and dynamic analysis. The weights
are also used in structural trades and cost estimating. Figure

13 provides an overview of this process.

Thousands of elements are used to model a structural assem-
bly. They must first be grouped into detail parts before the
weight analysis process can begin. Once the elements are
grouped, the FEM weight analysis process can begin. Three
steps are required to transform the theoretical FEM weight
into a realistic weight estimate. The first step is to apply a
reduction mass factor to the model to convert the strength
model which represents the stiffness of the structure into a
mass model. The second step adds undefined detail part
weight such as lugs and fillets to the model through algo-
rithms and part mass factors. The third step estimates the
weight of structure required to attach the detail parts together
into an assembly. These weights are then summed to deter-
mine the weight of the pan or assembly.
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Figure 13. Advanced Materials and Structures
Weight Analysis Process

6.0 APPLICATIONS

The National AeroSpace Plane uses the Integrated Structural
Analysis system daily and has championed the systems use
and development. The system has been used to perform most
major trade studies on NASP at MDC over the last 5-7 years.
In addition to its use of NASP, the analysis system described
here has been used for trade studies on more conventional
aircraft. The following summarizes recent applications at
McDonnell Douglas of the Integrated Structural Analysis
(ISA) system to support the design of advanced commercial,
fighter, and space aircraft.

6.1 MD12

Wing torque box sizing was performed on the MD12 using
the ISA system. Two separate trade studies were performed.
The first study evaluated the weight impact of using Alumi-
num 7150, Titanium or Graphite/Epoxy systems. The total
weight of the wing torque box for each of the matenals is
shown in Figure 14. We also sized the torque box using hat-
stiffened, Z-stiffened, and T-stffened structure. The 1otal
weight of the torque box using these 3 structural concepts and
Aluminum 7150 is shown in Figure 15. The trade studies
required 87 man-hours to complete.
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Figure 14. Composite Material Has Potential Weight
Benefit
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Figure 15. Wing Weights for Various Structural
Concepts




6.2 Multi-Role Fighter system was used to evaluate 3 structural configuranons. The
configurations were the basehine truss cold pnmary structure,
integral LH2 1ank cold structure, and the hot structure snuff-
ened shell configurations. An example of each of these 3
configurasons is shown in Figure 17.

We recently evaluated three wing design concepts for the
Multi-Role Fighter. The evaluation was performed using
several different wing thickness/cord (1/c) designs. Static
loads for +9.0 and -3.0 G and monolithic composite skins
with metallic substructure were assumed for the structural

sizing. The model converged in 4 iterations and FEMWTS "
was used to weigh each of the 3 concepts. The results 0640
showed that as the box depth was increased., although skin g
weights decreased. the substructure weight increased at about oss! by
the same rate (thus offsetting the benefit from the decrease in b542 %
skin weight). 0493
04ae

6.3 F-18

The system was used in the early stages of the F18 E/F wing
design activity to evaluate the weight impact of a 3 lug
aftachment versus a 4 lug attachment configuration trade
study. The system was used to size the upper and lower skins
and the ribs and spars for 2 loading conditions (+/- Bending).
The optimized wing skin thicknesses from this study are
shown in Figure 16.
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6.4 Delta Clipper Figure 16. F/A-18E/F Optimized Wing Thickness

The system was also used by MDC during the proposal phase
of the Single Stage Rocket Technology (SSRT) program. The
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Figure 17. Alternate Load Paths and Structural Configurations Have Been Evaluated




7.0 FEATURES OF THE FUTURE SYSTEM

The integrated structural analysis system coatinues to evolve
and be refined. We plan on adding features to the system
which will allow it to be applied to detail design problems, as
well as, increasing the fidelity of advanced design solutions.
In the furure, we will implement new capabilities in the areas
of geometry manipulation, analysis methodology, and
automation technology. Planned features in geometry manip-
ulation include: direct analysis and meshing of the CAD
geometry, rapid modeling capabilities for creating analysis
models, and increasing the use of solid models in the design
process. In the future we will be implementing advanced
design optimization technologies, P-method solvers, and
increase the detailed part analysis and optimization capability
of the system. We will also continue to exploit automation
technologies in the areas of reconfigurable process manage-
ment, product data management, enginecring workstation
technology, and visualization technologies.

7.1 Geometry

To further reduce the cycle time in the analysis process we
will implement capabilities which will provide for direct
meshing and analysis of CAD geometries. This will be
accomplished by implementing mesh technologies that work
on all CAD surface and solid definitions. This capability will
sliminate the present function of transferring the CAD geom-
etry to our finite element meshing programs using IGES. In
addition, direct meshing of solid models coupled with P or
other analysis solvers will increase the speed and accuracy
over present analysis methods.

We will also be implementing a rapid modeling capability for
engineering analysis technologies. Presently. engineering
spends much of their time developing finite element models.
Computer Aided Design systems are offering new modeling
techniques which engineering can exploit, such as, entity
associativity and named attributes. We will utilize the entity
associativity features to provide the ability for our analysis
methods to automatically update the CAD geometry. We
will also develop methods for passing design attributes, such
as, section type, material, and manufacturing and assembly
process information between analysis tools. Implementation
of features such as these will reduce the amount of time it
takes to analyze and update designs.

7.2 Analysis Methodologies

We will develop and implement analysis methods which will
allow the system to transition from an advanced design tool
to a detailed design tool. We plan to add the ability to opti-
mize detailed parts and to implement P-method and boundary
element solvers to increase the fidelity of our structural analy-
sis tools. We also plan to implement engineering analysis
methods which allows for rapid analysis and optimization of
detailed surface and solid parts. Implementation and training
in the use of these tools will enhance the accuracy and reduce
the cycle time over the methods presently being used to ana-
lyze these parts.

7.3 Automation Technology

We plan to develop a process and data management control
system. Due 10 the flexibility of the system, the users’ of the
process tend to Jose sight of the best path tc take when using
it. We will develop a set of standard process templates which
will guide the engineer through the analysis process. In addi-
tion, the flexibility to modifiy the process using a “mouf-
like™ user interface will be provided. This tool will allow for
the standard processes to be modified and saved. The modi-
fied process template will then control the flow of data
through the system and provi<s project status 1o the appropn-
ate management personnel. An example of how thus reconfi-
gureable process control system might look to the user 1s
shown in Figure 20.

Computer technology continues to explode 1n Lhe areas of
cost performance and graphics visualization. Desktop
workstations with MFLOP ratings compareable to CRAY
speeds are already available. The increased availabihty of
these CPU cycles will allow new rypes of solutions to applied
to old problems. In addition, new graphics technology 1s
allowing the user to view more information 1n a shorter
amount of time. We are planing on moving more detaled
engineering analysis results visualization towards these new
technologies.

8.0 CONCLUSION

At McDonnell Douglas, we have developed a flexible engi-
neenng design and optimization system which uses exising
computer codes and engineering methods. Using basic sys-
tem development pnnciples such as common geometry, neu-
tral file structures, and automated data transfer, we have
developed a system which can be tailored to meet the needs
of most aircraft structural design problems. With this process
and with the increased efficiencies in computers we have
been able 1o reduce our design cycle time on programs such
as NASP from 6 months to 6 weeks, while increasing our
confidence in the results. In addition, we will continue to
enhance the sysicm with the use of rapid modelers. new opti-
mization methods, exploiting the latest in computer technol-
ogy, and by adding process management techniques.
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1. SUMMARY

Structural optimisation software bears a great promise in
multidisciplin.ay design as an effective way to find an
optimal balunce between the requirements trom different
disciplines. However. successtul application depends
heavily on the coutext in which the software 1y used.

First of all, clearly defined design objectives are needed.
The design of a modern transport aireraft 1s primarily
determined by muarket driven requirements (required
functionality for minimum cost) instead of technological
advancement. This demands a strong cinphasis on cost
reduction, complicating the optmisation process

Secondly. accurate predicton of design loads v a
prerequisite tor successful structural optimisation. Mt
aircraft structures are dictated by strength rather than
stiffness requirements. So it s clear that the quahty of
loads predictions has a major impact on the quality of the
result of the structural optimisation process. However, Jue
to the evolution of the airworthiness requirements and the
increased complexity of aircraft systems it has become
increasingly more difficult in the last few decades to
establish the design loads. Thus a clear need exists for
quick and reliable load estimation procedures. The paper
discusses some measures that can be taken to improve the
load definition process.

Finally some examples of successful application of
structural optimisation software at Fokker Aircraft are
given. The primary advantage of structural optimisation
software is that it aids a skilled designer in gaining a teel
for the design space. It should thus aid the desigoer in his
creative task instead of distracting his attention to using
the software. This requires the software to be user friendly
and to have built-in features for global and local
sensitivity studies.

2. INTRODUCTION

Rapidly increasing computer power and improved
modelling techniques have stimulated the use of computers
in the design process. In structural design the Finite
Element Method is a well established tool. In the last
decade FEM-based structural optimisation software hos
gained a lot of attention. In ref. 1 a review of developments
in multidisciplinary optimisation software for aircraft
structures is given.

Structural optimisation software bears g great promise in
multdisciphnary design: 1t can be an efficient way to find
an optimal balunce between the requirements from ditferent
disciplines  However. successtul application of structural
optimisation software depends heavily on the context in
which the software is used To be successtul it muast be
embedded i the overall design process ifig 12
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Fig.1: context for structural optimisation

First of all, clearly defined design objectives are needed in
order to get a proper optimisation criterion. In section 3
some considerations on these design objectives are
presented: obviously cost data will play an increasingly
important role in modern aircraft design.

Presented at an AGARD Meeting on ‘Integrated Airframe Design Technology, April, 1993.
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Secondly, accarate prediction ot design load-cases s a
prevequisite for starting structural optimisation. This may
sound rather uivial bui in praciice this yequirement s tarely
fulfilled. Already in 1957 Prof. van der Neut (et 2)
concluded that the tactor of safety is needed almost entirely
to account for uncertainty in external loads and only a very
small part of it accounts for scatter in strength of aireraft.
In 1990 van Dullemen (ref. 3) stated that “the importance
of structural analysis is that it has to show that in the end
the structure is still strong enough for the latest set of
loads, ... there seems to be an umbalance between the urge
to sophistication in strength analysis and the level of
accuracy of external loads". Although perhaps for different
reasons, they came both to the conclusion that the
accuracy of external loads is the most crucial factor in
structural design.

Obviously in the design-phase there is stll a jot of
uncertainty in the dimensioning load-cases. In section 4
some difficulties in the loads defimtion process are
described. Section 5 discusses the possibilities  of
umproving multidisciplinery design in general with a focus
on the loads definition process. Finally section 6 gives
some examples of the application of optimisation software
in structural design at Fokker Aircraft.

3. DESIGN OBJECTIVES

The commercial aircraft industry has entered its maturity
phase. The design of a modern transport aircraft is
primarily determined by market driven requirements
(required functionality for minimum cost) instead of
technological advancement. Application of new
technology has to be balanced against its intluence on
aircraft operating cost. The
considerations in aircraft design is clearly shown in ref. 4.
a comparison is inade between designs for minimum life
cycle cost, Direct Operational Cost (DOC), acquisition
cost, minimum fuel and mass. A breakdown of the DOC of a
transport aircraft (ref. 5) is shown in fig. 2.

influence of cost

Crew

Maintenance

Insurance

Fuel

Depreciation

erational cos

r f dir

The three most important components are fuel cost,
maintenance and depreciation. So it is not surprising that
the designer of aircraft structures is increasingly

contronted with mauntenanve aspects and production costs

On the revenue side 1t is usetul to have o look at the mass
breakdown of an wireratt In fig 3 the breakdown of the
Desiga Takeott Mass (DTOM) of the Fokker 10015 shown

Propulsion
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Large
vendor
pars
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Miscella-
neous
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(OEM)
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Fig. 3: breakdown of DTOM of Fokker 100

Some comments cap be made with respect to this

breakdown:

. Payload 1s the most important parameter for transport
atreratt. The leverage of reduction of the Operational
Empty Mass on payload increases if the payload
portion is smaller. Thus the emphasis on mass
reduction will vary accordingly. For instance. a rough
indcation of the allowed expenditure per kilogram
mass reduction per aircraft:

- a helicopter project (payload 10%): $5.000.
- a transport aircraft project (payload 25%): $600.

e The basic structure is only about 20% of Design
Takeoff Mass. Therefore, the influence of a change of
basic structure mass on external loads s relatively
small

e Three main areas for muss reduction exist:

I: Large vendor parts, like avionics units, wheels,
brakes, emergency equipment etc. Mass reduction is
based on the ability to get the proper contractual
guarantees.

2: Miscellaneous, that is cabin interior etc., generally
referred to as “artists’ work” by the mass engineer.
Mass reduction is based on giving the artists a
“conscience” by imposing strict mass control.

3: The basic structure, mass reduction is primarily
based on the quality of the structural design process
(quality of external loads, dimensioning rules,
optlimisation).

Concluding it can be said that, although design to cost
issues will have an increasing influence, mass reduction
remains an inportant issue in aircraft design. Structural
optimisation is aimed at reduction of about 2/5 of the
Manufacturing Empty Mass of an aircraft.




4. DETERMINATION OF LOADS

The loads definiton is a complex process an aucratl
design. Loads are influenced by ulmost every aapect o the
design. In order to run structural optiunisation software it 15
necessary to know the design loads, or at least preliminary
estimates of the design loads. However, the loads cuannot
yet be determined with high accuracy in the preliminary
design stage. Sc the design process has o sturt with
relatively crude assuimptions concerning the design loads.
As more information becomes available during the design
process (e.g. acrodynamic data. mass and stiffness data,
systems characteristics), loads can be established more
accurately. enabling further iterations in the optimisation
process.

Most aircraft structures are dictated by stuength rather than
stiffness requirements. So it is clear that the quality of
loads predictions has a major impact on the guality of the
result of the opumisation process.

Due to the evolution of the airworthiness requirements and
the increased complexity of aucraft systems it has hecome
mcreasingly more difficult i the tast few decades to
establish the design loads. Some illustrations of this treand
are:

*  Gust loads must be caleutated according 1o the Tuned
Discrete Gust concept, leading to a vast number of
tune histories (0 be considered for the selection of
critical conditions. In additton, the Continuous
Turbulence requirenient has o be satistied. which
involves the colculwtion of many scets of correlated
loads. For all of these analyses o fully flexible
structural dynamic model has to be used, and an
accurate method to predict the unsteady acrodynamic
loading is needed. Previously, gust toads could be
based on the simple so-called Prau
representing a one degree of freedom (heave only)

formulua,
discrete gust analysis.

*  Gust and manoeuvre loads are highly Jdependent on
systems, such as the flight control system and active
control systems. These systems may have complex
control laws. Close co-operation between among
others the systems and loads departments as required in
order to obtain an aptimal design of these systems,
taking into account all relevant systems effects,
including nonlinearities and the cffects of Tailures and
their probabilities (ref. €.7). In the carly stage of the
design a Systems Safety Analysis {SSA) should be
carried out. The required redundancy, loading, and
damage tolerance requirements are fully dependent on
the results of this analysis. The loads department
should select all loads-relevant failure cases from all
failures given in the SSA. In the past, these systems
were relatively simple (e.g. yaw dampers) or did not
exist.

*  Landing loads have to be determined by dynamic
analyses using flexible dynamic models of the
undercarriage and the airframe. Because according to
the regulations the mcthod of analysis may be
modified on the basis of flight test measurements, it is

Gy

likely that avcurate funding loads will not be available
until fate 1w the development process Fornmerly only
some relatively simple 'book cases’” were applicable
¢ g to valeulute the spin-up and spring-back loads

From the foregomg it will be clear that the final
certification Joads are not available unul complenop of
theht testing. Therefore it 15 necessary to base the
structural design of the aircraft on another set of loads
[deally, these design loads are slightly conservative with
respect 1o the finol certification loads, but ther
conservatism canue, be guaranteed an advance and too
much conservatism (or, more generally, too large errors in
the foads predicnons) may lead w a sub-opumal design or
can even render the optimisation process useless. An carly
and accurate prediction of the loads s thus a condition for ¢
suceessful structural design optimisation

For pracucal purposes the structural opumisation must be
based on g relatively himated set of foud cases. not more
than g few hundred. For design and tor certification,
however, mmany more load cases have to be mvestigated
Fhewr number may be i the 10% w0 10® bracket 1eis thus
nevessary o reduce this number of load cases by meany of
an appropriate reduction/selection process Good oo
operation between the toads and stress departments s
required to establish the selection critena The automated
selection process may be more complicated when some of
the load cases have ot yet been caleulated. but suli have

o e estimated.

I evident that o need exasts for quick and reliable Toad
extimation procedures carly n the design process In the
neat section some meastures Wil be discussed that can be

tuken o improve the loads definibon process

S MULTIDISCIPLINARY DESIGN AT FOKKER

A Key element o engineering design is the use of
approximations  to solve the design  task.
approximations are clearly shown in the varety of

These

computer models used. Fokker started to use computers for
Although
sunple computational models were used. useful data were
obtatned. Soon after, other disciplines followed in the use
of computers. In 1976, when the first “engineer friendly”
DLEC L0 computer airived at Fokker. alimost every discipline
had automated its design methods (o a considerable degree
This effort was generally uncoordinated resaluing in islands
of modelling and automation. This was not  felt as a
problem because of the clear benefit of speeding up and
increasing the quality of the local processes.

acroclastic calculations on the F27 1w 1988

However, the goal of modern aircraft design is to optimise
the total aircraft rather than the individual components.
Achicvement of this goal requires a close co-operation
between all disciphines infiuencing the design. A primary
success  factor is the capability of interdisciplinary
communication. It was concluded that the islands, although
efficient and comprehensible, also bad their drawbacks:

* it resulted in time-consuming “translation” of data.
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o models were different 10 many details, obscuning the Current actions o unprove the design provess focus o the

necessary communication.

*  consequently methods for estimating for example

mass, aerodynamics and stitffness were too slow.

Aerodynamics

Aero-
elasticity

Undercarriage

Strength,
Fatigue

Performance

Fig. 4: islands of modelling and automation

This conclusion resulted in a more systematic effort at

Fokker to improve the design process. Two Mulu

Disciplinary Design (MDD) groups were formed:

e project group "MDD structures”, aimed at integration
of the structural design process

e project group "MDD flight dynamics™, aimed at
integration of different aspects of aircraft dynamues.

Clearly the two groups have a lot of interconnections. One
popular result was a poster showing the basic interactions
between disciplines and the ditfferent models they use. It
was used as @n aid dunng the discussions about
opportunities for process tmprovement

Aerodynamics

Aero-
elasticity

Stability &
Control

Strength, Performance

Fatigue

1: re-orientation

2: model integration

3. automated data-translation and transfer
4: quick and reliable estimation methods

Fig. 5. opportunities for process improvement

following subjects
5.1. re-orientation

Good commumcation between the members of the design
tean is needed | because decisions which were Gadibonally
made within one disvipline inay have a much bigper unpact
on other disciplines than before  An example s the
previously mentioned interaction hetween systems and
structures. This commuanication must have the attention of
prograinme management, ¢ g through the creation of
interdisciplinary teams which are responsible for certain
well-defined tasks. Programme management 1y also
responsible for formaulating the right design requirements
o which the design must be based. ‘These requirements
must be clearly known and understood by everyone
concerned. The progress of the design process must be
reviewed periodically or on the basis of mulestones ta be
achieved. ¢ by means of desigh reviews

One example 1s the necessary re-onentation of the loads
departinent. The newly defined destgn process has major
implications for this departinent. which trac.tionally
gathered all the necessary informaton and en started o
culculate the resulung design loads The challenge was o
calcalate the loads accurately, to nclude all relevant
dimensioning load cases and to show comphiance with the
certification regulations. But in modern aircraft design the
job of the loads group s even more challenging The
pussibilities ot intiuencing loads have grown due to new
system  concepts  (load  alleviation function, thight
envelope protection, stability augmentation systems,
autofandh Tlas requires o change from a reactive o a pro-
acuve attitude  The loads departiment as moving to the
centre of the design proces., fuily participating in the
carly decision making process

5.2. model integration

As mentioned betore, different uisciphnes use their own
abstractions, model conventions and software. Often this
15 not a real problem but multdisciphnairy optimisation
can be obstructed by the time-consuming “translation” of
data from one model to the vther. Communication can be
unproved sigmificantly it different disciphines are able to
use the same model: communication can be Jdone at the
sare devel of abstraction without all kinds of detail
modelling differences obscuring the discussion.

One mieht think of building a global program which will
solve all of the modelling problems. But potential
problems for such an MDD -systemn are: global programs
tuke years of development time and an unpredictable
resource consumption. Furthermore, when they are finally
developed. they are incomprehensible to the ordinary
aircraft designer. because he is unable to transform his
experience with existing models to the new system. Rather
a step by step approach is being pursued: special working
groups, resorting under the MDD project groups, focus on
tackling one piece of the puzzle. This approach allows for
close participation and corrections during the process



Some examples of model integration acuvities are:

* integration of the undercarriage model with the
structural loads-mode! for simulation of c¢nucal
landing and taxiing load cases.

. integration of the structural models for aseroelasuc and
loads calculations.

* integration of the GAMMA modelling system for
Computational Fluid Dynamics (CFD; and the
NASTRAN structural mode!l with an advanced method
for transonic aeroelastic simulations (ref. 8)

. integration of modules (verodynamics. engine.
systems, undercarriage) to build an awrcraft simulation
wol for studying:

- hbandling qualities
- loads due to instatonary manoeuvres
- control laws

5§.3. automated data-translation and transfer

A basic problem in data-translation and wasnsfer ts non-
uniformity ia definition of axis-systems and uiits A jot of
ume i1s wasted due 1o misunderstandings ansing from
incompatible definitions. If data-translation s 1o be
automated. this is a first item to resolve. Furthenmore, 11 1s
useful 10 pursue a dalubase centred approach in order to
reduce the number of interfaces required: a central file-
structure supports a variety of appli atiens,
comumunication is accomplished via this file structure

C MODELLER )
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Fig.6: database centred approach in datatransfer

This approach has basically been followed during the
restructuring efforts. In practice, this means that the
number of filc structures will be red ced, but not brought
back to one!

5.4. quick and relichle estimation methods

Quick and reliable estimation methods are necessary early
in the design process. In structurai design. load estumation
is crucial bur reliable estimates can only be made if the
essential input data is available. Starting point for
estimation methods is a parametric preliminary design and

the external serodynamus shape usvally designed with CFD-
codes.

Som.e examples of current activities

e esumation of mass duta remply aircrafl - aii redevant
pavload/fuel condiuons)

* esnmaton of sufiness  bpased on tbe external
aerodvramic shape = structural concept

* estimauon of aserodvnamic data using CED-codes.
empirical rules and rules for scahng aerodyvnamic data
from previous projects

6. OPTIMISATION EXAMPLES AT FOKKER

In this section some examples of the applicat. v of
opumisation software in strucitural desigrn at Fokker
Aircrafi are presented The exampies are concerned with die
design of structural details Although not really spectacujar
thev do reflect the general atutude of the structural designer
towards formal opumisation: many structural design
problems are considered as being teo complex w be
supported bv optimisation software. because of the many
aspects (0 be considered simultaneously {futigue. damuge
tolerance. producuon counstraints, cost. maintainabihty
eic.). Optimisation of structural details s considered as
more comprehensible for formal optumisation procedures.
the problem has a well defined scope. dimensioming loads
are available und 1t is more obvious how cost data shouid
be taken into account.

6.1. Fuselage cut-outs

The first example is the deveiupment of a design too! to wd
in ihe design of fuselage cut-outs. Pre/post-processing
procedures are developed using PATRAN, MSC/ANASTRAN
1s used as solver/opumiser. Development of the design
wo! 1 a co-operative effort of Fokker Airctaft and the Delft
Limversity of Technology.




Y oh

Purpose of the design ol iy o Jetermune

«  shape and thickness of skin-remnforcements - fraites,
doublers) arour 4 the cut-out.

. skin thickness

. shape of the edge stringers

. the comer radius of the cut-out

Objecuve is mass munimisation. The shape of the Jdoublers
and the corner radius can only be optimised by design
variation te. manual sensitvity studie: because shape
optimisation 15 not yet available 10 MSC/NASTRAN,
though it can provide local sensitivities for changes in
node position.

6.2. Stiffened panels

The second example is an optimisation code for stffened
panels, PANOPT (ref. 9,10). This program is capable of
analysing and optimising composite prismatic panels
subject to constraints with respect to buckling, strain.
stress. displacements and technological lunits. The
object.ve of the opumisauon 1s mass reduction. The set of
design variables consists of. for instance. siffeaer puch,
stiffener herght. skin laminate thickness and fibre
orientation.
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Fig. 8 example of a stiffened panel and
some of its design variables

Two aspects can be recognised in optimising a panel. The
first aspect is the geometry ie. posiion and >hape of
stiffeners. The second aspect is the lay-up of the composite
layers. When production constraints are fiken inlo
account, 1t is much easier to change the geometry without
cost penalties than it is to change the lay-up. Production
constraints impose for instance discrete layer thickness

and prefemred size and direcuons of the iavers Bt also
Jamage tolerance considerations impose unitations on e
tay-up. The geometry 15 optumised using PANODPT
allows the designer to gain nsight very quuckly in the
nfluence of stiinger shape and pich. This nsight 1s used
in appheaton of the sutfesed panels wr for instance wing
design.

6.3. Shape optimisation of structural details

The thurd example 18 concerned with shape vptumisation of
structural details such as brackets piate elements etc. The
M-zchanica. Applied Structures optumisation soltware of
RASNA zorp. (ref. 11) 1s used for this ourpose. This
product 1s a good examgie of how opuimisation software
should support structural design.

NONONNANNYN

Objective: maximise size of the hole.
Design variables: R and H
Constraints: maximum ailowed stress

Fiq. 9: typical ogtimisation problem of
a structural detail

The software is based on the Geometry Element Methoed,
making model build time relatively short. The
optimisation strategy 1s very well supported by the
software:

ode

i uild 1 set o fee ! Oble;
The software supports this step with comprehensive
modelling  capabilities, control,
convergence g.aphs and extensive post-processing.

2o Senstyriiy studye this is supported by possibilities o

(3 Jd ‘e Jes

convergence

Jefine the design variables. shape amimation to
cxplore the Jesign space. automauc global and local
sensitivity-studies, sensitivity graphs etc.

3 Qptimjsatign: supported by a momtonng function on
the automatic opumisation process. review of
optimisation history and cvaluation functions on the
optimum design.

Step | and 2 are most crucial in the optimisation process
and require extensive knowledge of structural design
(exclude details that are unimportant from a structural
standpoint, select appropriste elements and select the
unportant parameters for optimisation). Step 3 is fairly
straightforward 1f the first two steps are carried out
proper'y.




7. CONCLUDING REMARKS

Multidisciplinary design and optimisation is primarily
based on the ability of groups to cominunicate effectively.
It is believed that multidisciplinary optimisation software
can contribute significantly to this communication.

However, successful application ot structural optunisation
software is primarily dependent on the quality and speed of
the loads input on one hand and cost data/production
constraints on the other. Only if the structural designer is
provided with this duta s he able to properly use his
optimisation software,

The primary advantage of structural optimisation software
is that 1t aids a skilled designer in gaining a feel for the
design space. [t should thus aid the designer in his creative
task instead of distracting his attention to using the
software. This requires the software w be user friendly and
built-in features  for
Opumisation software requires more, not less knowledge

to  have sensitvity  studies,
of the design problem and the model used. 1 helps a skilled

designer i getting to the optimnn

8.

o
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INFLUENCE OF ACTIVE CONTROLS ON THE DESIGN PROCESS OF A LARGE TRANSPORT AIRCRAF

M. Molzow
Deutsche Acrospace Airbus GmbH. Hamburg
PO. Bux 950l 09
2103 Hamburg 4§
Germany

1._Introduction
Meanwhile already the second and nearly
third generation of active controlled c1-
vil transport A/C is flying and for the
design engineer it has become a

business as usual

But before this happened, we all had to
run through an intensive learning process
because we had to realize that the inter-
action of the different disciplines was by
far more intensive than 1n all other A/C
designs we did before.

Having now lea - ', and what 1is sometimes
more difficult, having reached the accep-
tance of all organizations involved that

MORE INTENSIVE INTERDISCIPLINARY COOPER-
ATION IS NEEDED

the second problem appears
how to transfer this into dairly work.

Wwe all kncw 1in theory how it could work
and what the tools to handle such problems
could look like but we do not wake up cne
morning and the tools are there. They have
to be specified, to be developed, to be
validated, and in parallel, as our main
task, we have to develop the A/C 1n time.

Wwhat was said before shows that we are 11n
front of a very

complex technical process
and far away from the
idealized laboratory conditions

where one jJust starts a software and the
result is the

ideal design.

It is nevertheless believed that it would
not be wise to try to make this to a fully
automated process, because 1t will be im-
possible to formulate all the engineering
experience and expertise in an adeguate
manner and relationship.

SO0 the work in this field has to be very
pragmatic, and at the end of the design of
several A/C of this kind there might exist
an adequate tool to improve this process.

we now want to present such a pragmatic
way of real A/C design under industrial
conditions and in an international coope-
ration which does not simplify the problem
at all. Fig. 1 shows the more intensive
interactions of the different disciplines.

H. Zimmermann
Deatsche Acrospace Airbus GmbH. Bremen

2.

Items of the destian process
2.1 Geometrical and structural design

The firsL step 1n the A/C configuration
finding process 1s the geometrical design
based on design criteria such as:

number of passengers/payload to be
transported,

rang=, cruise speed, fuel consumption,
manoeuvrability, controllabilyty,
commonality and maintatrnability.

With the geometrical design of the A/C 1ts
preliminary aerodynamic layout and perfor-
mance, principles of structural componen-
ts, controls, and systems are given.

In a subsequent design cycle the structu-
ral design and a detailed system layout 1s
carried out. The sizing of the structure
1s determined in the first step by the
1g-, manoeuvre-, gust- and ground Jloads
which are mainly 1nfluenced by the overall
aerodynamic and mass distribution, but
also by fatigue loads and the flutter be-
haviour of the A/C for all loading cases.
Outputs of this structural si1zing process
are among other things:

stress-, stiffness- and mass distribution.

Reliable stiffness and mass distribution
are besides the steady and unsteady air-
force distribution the premises for reli-
able loads and flutter standards. That
means an interdisciplinary optimisation
process has to be carried through for the
elastic design of an A/C which 1s made
much more complex by an Electronic Flight
Control System egquipped on the A/C. Usual-
ly the structural design 1s performed in
relation to an official programme go ahead
and 1n this frame a lot of significant
items has to be concluded and defined as:

o definition and order for structural long
tead items as unconventional and conven-
tional materials, forgings, ect.

o definition and order of major aircraft
systems, as computers, servoactuators
etc.

o definition of manufacturing devices
{production tools)

o time schedule for production drawings

o manufacturing of engineering mock-ups
and test specimen

By taking into account the treatment of
the mentioned points and manufacturing
constraints in addition, parts of the
structure have to be frozen just on a pre-
liminary basis.

Therefore the optimization process is ap-
plicable only on a reduced number of de-
sign variables whereas the knowledge un
derlying the design process increases with
progressing time (Fig. 2) [1].

Presented at an AGARD Meeting on “Integrated Airframe Design Technology, April, 1993,
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2.2 Problems with a reliable stifiness
model of the A/C

The stiffness distribution for the A/C 1is
derived 1teratively from the structural
$121ng process. A reliable stiffness dis-
tribution for an A/C component 1s required
timely before the freezing date of the
component. This shall be underlined by a
typical example:

The 3ig shape of an A/C wing is determined
by the subtraction of the deformation 1in-
duced by 1g loads for cruise conditions
from the mean optimal flight shape defined
by the aerodynamicists. The performance of
the A/C is wrong 1f for such determination
unreliable stiffness - or aerodynamic load
distributions are used.

The best representation of the stiffness
of an A/C component 1s given by a FE-mo-
del. uUsually tne FE-models are established
by the stress office and used mainly for
the calculation of stresses of A/C compo-
nents. To get a stiffness model for the
A/C, the FE-models of the components have
to be composed. But such a model requires
the correct idealization for all load
paths which 1s not really necessarv for
stress calculation of A/C components. That
means the representation of a reliable
stiffness distribution for the A/C is an
interdisciplinary task for the discipli-
nes: stress, loads and aeroelastics. valil-
dation possibilities for the stiffness mo-
del are the Ground Vibration Test (GVT)
and/or the Static Stiffness and Strength
Tests. These tests are performed at a time
when the above mentiored iteration process
'3 already finished JTong time ago. That
means the structural A/C design has to be
frozen with stiffrness distributions for
the A/C components which may be more or
less reliable. From this point of view
structural optimisation results may fail
by using them for weight saving procedu-~
res.

3.0 Electronic Flight Control System
(EFCS)

3.1 System description on Airbus A/C.
Before starting to give aim and object of

the EFCS a short description of some fea-
tures of the flight control and the EFCS

1s given.
With exception of the hydraulic actuators
of the rudder the actuators of all other

control surfaces are electrically control-
led on the concerned Airbus A/C. The input
vaives of the rudder actuators are cunnec-
ted by push rods to the yaw damper actua-
tor outputs. These are controlled mechani-
cally with the pedal 1inputs by ropes as
well as electrically by the flight compu-
ter signals.

Fig. 3 shows a principle sketch of the
working method of an EFCS. The angles,
rates and accelerations of the aircraft
are measured by the Air Data Inertial Re-
ference Unit (ADIRU)}. Appropriate to the
pilot command the flight contro! computers
calculate the reguired control surface de-
flections for controlling the aircraft
based on the data measured by the ADIRU
which are fed back to the flight control
computer and incorporated by means of con

trol laws. The gans of the different on
trol laws depend on speed. M-number and
configuration features of the arrcraft.
Into the EFCS the Pitch Control, Roll {on-
trol. vYaw Control, as well as Auto Pi1lot.
Active Control Functions and so on are
integrated.

3.2 General Features of EFCS

The 1ntroduction of EFCS 1nto the Arpus
design of

A 320 and A 321
A 330 and A 340

nas to be regarded as a revolution 1n c1-
vil aviation.

The real layout target was 1n general
Handling Quality (HQ)

by
talloring the HO of an A/C with redu-
ced natural stability through systems

with the further 1ntention to

improve tihe safeiy bv protections of
- angle of attack
- load factor
- cverspeed
-  bank angle / roll rate
etc.

improve the maintenance by

- using anyway recorded flight data
information

- usSing systems anyway avajllable for
safety monitoring
as wnformation for maintenance
ground staff

reduce crew training in general but
especially when changing from one tvpe
to another.

Once having decided to go this way. the
EFCS offers the design engineer further
chances 1n other domains as

general trend to reduce design loads

special alleviation devices for
- manoceuvres
- qust

augmentation for
- flutter
- vibration

improvement of ride comfort

aircraft condition monitoring for fa-
tigue in relation to

- inspection interval

- A/C Vife (see Fig. 4)

But as always in life, everything has more
than one side. So we expected already that
we would be confronted with a much more
complex

System Farlure Situation

which does not oniy have

Handling Quality Aspects



but also reievancvy for

Loads
Fiutter
Struccu: @s

dependent on the flexibility on the A/C.
Although the main target was to have

NO DESIGN CASES resulting from EFCS
Failures

at the end we did not tota